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a b s t r a c t 

The electroconvection of dielectric liquids subjected to unipolar injection is numerically studied in a two- 

dimensional cavity. To understand the Coulomb force driven electroconvective instabilities and bifurca- 

tions in the closed cavity, a high resolution upwind scheme is applied to carry out linear stability analysis 

and numerical simulation of nonlinear electrohydrodynamic equations. We focus on the strong injection 

case, where the non-dimensional injection parameter C is fixed at C = 10 . The length to height ratio of 

the cavity is fixed at 0.614. The numerical simulations are performed subject to free and rigid lateral wall 

boundary conditions. Two dimensionless mobility parameters M = 5 and M = 10 are considered for each 

kind of the lateral boundary conditions. Our linear stability analysis result is consistent with previous the- 

oretical predictions. The nonlinear behaviors of the investigated system beyond the convection threshold 

are carefully examined. Abundant bifurcation phenomena, such as the pitchfork bifurcation, Hopf bifur- 

cation, quasi-periodic Hopf bifurcation and heteroclinic bifurcation, have been observed. Some nonlinear 

flow features, such as the hysteresis loops, coexistence of multiple solutions and transition to chaos, have 

also been demonstrated. Our simulation results show that flow structure and bifurcation sequence can be 

greatly affected by the specified lateral boundary conditions and the chosen mobility parameters. Besides 

the static state, a series of steady and unsteady solutions has been calculated, like the one-cell steady 

state, one-cell periodic state, one-cell quasi-periodic state, and the one-cell chaotic state. All these con- 

vective states with two-cell structure are also obtained. Moreover, a periodic state oscillating between 

the one-cell structure and the two-cell structure has been found in flow domain bounded by rigid walls. 

© 2016 Elsevier Ltd. All rights reserved. 
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. Introduction 

Electrohydrodynamics (EHD) is an important subject of study-

ng dynamics of moving electrical charges in liquid fluid flows.

n the context of EHD, both of the Coulomb and dielectric forces

an give rise to flow motion. In current numerical study, the liq-

id fluid bounded by a rectangular cavity is subjected to unipo-

ar injection and the dielectric force is considered to be negligibly

mall. The Coulomb force, on the contrary, in the nonlinear hydro-

ynamic equations (Navier–Stokes equations) is one of the desta-

ilizing sources capable of making the simulation of electrically

harged fluid flows very difficult. 

Besides the academic importance of exploring hydrodynamic

nstability in the two-field coupling nonlinear system and resolv-

ng computational difficulties due to the presence of high gradient
� Fully documented templates are available in the elsarticle package on CTAN . 
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lectric charge density, EHD plays a practically significant role as

ell in many processing industries [1] and emerging technologies

2] . We are therefore motivated to investigate the unipolar injec-

ion in dielectric liquid so as to improve our understanding of the

ydrodynamic/electric coupled nonlinear dynamical system in a

imple geometry configuration. 

Charge motion in gases is fairly fast and is hence weakly cou-

led with the liquid flow motion. As a result, the one-way coupling

f the electric-hydrodynamic equations exists without the gas flow

ffecting the dischar ge transport [3] . On the contrary, fluid velocity

lays a dominant role in liquids and the charge distribution de-

ends greatly on the liquid velocity. In liquids, a strong coupling

f different field equations exhibits a scenario that the liquid mo-

ion is subjected to an electric Coulomb force acting on the in-

ected space charge. At the same time, the temporal charge distri-

ution is influenced by convection current density. Study of such a

omplex coupling between the electrical and hydrodynamical field

quations has been the subject of many researches in the past sev-

ral decades. We have known that the electroconvection in a layer

http://dx.doi.org/10.1016/j.compfluid.2016.05.009
http://www.ScienceDirect.com
http://www.elsevier.com/locate/compfluid
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compfluid.2016.05.009&domain=pdf
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of dielectric liquid subjected to unipolar injection is an analogy

to the Rayleigh-Bénard problem [4] . To acquire more knowledge

about the critical instability parameters, beyond which linear and

nonlinear instabilities set in, is also practically and academically

essential. 

The previous endeavors were mainly focused on the stability

near the convection threshold. Both linear and nonlinear criteria

have been well established. The linear stability of a liquid layer

of infinite horizontal extent was intensively studied by Schneider

et al. [5] and Atten et al. [6] . Later on, the nonlinear stability was

investigated by Atten et al. [7] both theoretically and experimen-

tally. 

A series of studies of electroconvection in dielectric liquids in

a finite two-dimensional enclosed cavity has been recently per-

formed [8–10] . Both rigid and free (symmetry) sidewall boundary

conditions are considered in these works. Traoré et al. [8] illus-

trated the evolution of flow state with the increasing value of

driving parameter T under the strong injection case. Wu et al.

[9] presented in detail their linear stability, nonlinear stability, and

bifurcation studies under a strong unipolar injection. They paid at-

tention to the subcritical behavior and analyzed its dependence on

the aspect ratio and lateral boundary condition. Following the Wu

et al.’s work, Pérez et al. [10] further studied the linear stability of

this system, and they pointed out that the inherent importance of

the stability results from the nonlinear flow development. 

Only a few experimental studies on unipolar injection have

been reported. Atten et al. [11] analysed the strong injection case

in a large aspect ratio cavity. They found that subsequent to the

onset of instability flow immediately becomes time-dependent and

chaotic. Such a time-dependent and chaotic behaviour was also in-

vestigated by Malraison et al. [12] experimentally. 

So far several methods have been applied to simulate the cou-

pled nonlinear EHD system. As the charge conservation equation

is convection dominant, numerical simulation becomes a difficult

task. It is especially challengeous to simulate such a class of flows

under the strong injection condition and in the presence of a large

gradient of charge density. A high-resolution method is therefore

required to resolve this problem. In early times, Castellanos et al.

[13] , Chicón et al. [14] and Vázquez et al. [2] adopted particle-

in-cell method, Pérez et al. [15] , Vázquez et al. [2] and Vázquez

et al. [16] employed flux-corrected transport (FCT) schemes. Re-

cently, the total variation diminishing (TVD) schemes [8,9] are ap-

plied as well for performing this simulation. Moreover, discontin-

uous Galerkin finite element method has been implemented by

Vázquez et al. [17] in their calculation. In this work, the upwind

scheme of Chertock et al. [18] , which can not only satisfactorily

tackle the high gradient charge density case but also preserve the

positivity of the computed charge density, is applied. 

Besides accurately solving the nonlinearly coupled electric and

hydrodynamic equations and resolving high gradient solutions, we

are in particular interested in studying flow instability and bifur-

cation in this electroconvection dynamical system. The reason is

that electroconvection has a strong relevance to the nonlinear and

pattern-formation subjects such as the hysteresis loops, multiple

solutions, and chaos. For simplicity, unipolar injection problem is

chosen to study in detail the nonlinear behavior of the dielectric

liquid immersed in a rectangular cavity. Our aim is to enlighten

flow transition from a static solution to a quasi-periodic or chaotic

solution. 

The rest of this paper is organized as follows. In Section 2 , the

classical electric/hydrodynamic coupling equations are formulated

in detail. The problem under current investigation and its associ-

ated boundary conditions are described. In Section 3 , the numer-

ical methods, including the numerical simulation method and the

linear stability analysis, adopted in the present research are intro-

duced. Verification studies are also given in this section to ensure
orrectness of the proposed numerical approaches. The results are

resented in Section 4 . The issues about flow bifurcation with in-

reasing and decreasing of T values are addressed in both cases in-

olving the free and rigid walls. The effects of the mobility param-

ter on the flow evolution are revealed as well. Finally, some con-

lusions are drawn in Section 5 based on the simulated solutions. 

. Governing equations 

At the zero magnetism limiting condition, the classical

axwell’s equations can be reduced to the following set of equa-

ions [19] 

 × E = 0 , (1)

 · E = 

q 

ε 0 
, (2)

∂q 

∂t 
+ ∇ · J = 0 . (3)

n the above, q is the ion charge density, ε 0 the permittivity of

ree space, and J the current density. In Eq. (1) , one can rewrite

he electric field E in terms of the electric potential Φ as follows

 = −∇ Φ. (4)

y substituting the above constitutive equation into Eq. (2) , the

auss law can be expressed in terms of Φ as 

 

2 Φ = − q 

ε 0 
. (5)

The motion of ions present in between the two parallel plates

esults mainly from the convection flow drifted by the electric field

nd the molecular diffusion. The constitutive law for the current

ensity J can be therefore expressed as the sum of the drift cur-

ent density q μE , convection current density q u , diffusion current

ensity −D ∇q, and the conduction current density. In other words,

 = qμE + q u − D ∇q + σE, where μ is the ion mobility, D the ion

iffusion coefficient, σ the ion conductivity, and u the fluid veloc-

ty [19] . Among the above different mechanisms possibly result-

ng in an ion motion, the diffusion current is comparatively small

nd can be neglected, at least, under weak injection condition [20] .

oth of the magnetic effect and Joule heating are negligible as the

urrent is generally very weak in the assumed perfectly insulting

iquids. The conductivity in present study is also assumed to be

egligibly small for the same reason. The presence of the term q u

n the total flux vector J implies that dielectric flow can modify

lectric field through the ion-convection effect. In this study the

yperbolic equation given below is adopted to account for the cur-

ent continuity 

∂q 

∂t 
+ ∇ · [ q (μ E + u )] = 0 . (6)

y expanding the second term shown in the above equation, one

an easily get ∇ · [ q (μ E + u )] = ∇ q · (μ E + u ) + 

μ q 2 

ε 0 
. The result-

ng current continuity equation given below for the transport of

on charge density becomes nonlinear 

∂q 

∂t 
+ ∇ q · (μ E + u ) + 

μ q 2 

ε 0 
= 0 . (7)

Owing to the velocity vector u shown in the limiting Maxwell’s

quations, the electric field equation should be solved together

ith the hydrodynamic equations for the closure reason. The prob-

em under current investigation becomes therefore the subject of

lectrohydrodynamics. The fluid under investigation is assumed to

e isothermal and incompressible with a constant density ρ . Under

hese assumptions, the hydrodynamic equations for the velocity
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ector u and the pressure p are governed by the respective mass

onservation equation and the nonlinear momentum conservation

quations given below 

 · u = 0 , (8)

∂u 

∂t 
+ u · ∇u = − 1 

ρ
∇ p + ν∇ 

2 u + f e . (9)

n the above, ν ( ≡ η/ ρ) and η denote the kinematic viscosity and

he dynamic fluid viscosity, respectively. For the body force f e it

an be generally expressed as follows [21] 

f e = 

1 

ρ

{
q E − 1 

2 

(E · E) ∇ ε + 

1 

2 

ρ∇ 

[(
dε 

dρ

)
θ E · E 

] }
. (10) 

n the above, θ is the absolute temperature. The first term, or the

oulomb force term [22] , is generated as the result of an estab-

ished electric field E that is exerted on the charge of volume (or

urface) density q . The bulk force q E plays a destabilizing role and

as strong association with the coincident onset of flow convection

nd instability [12] . The second term called as the dielectric (or di-

lectrophoretic) force term is generated owing to the permittivity

radient and can give rise to a permanent flow motion [23] . This

orce is normally weaker than the Coulomb force except in condi-

ions when the AC electric field with a very high frequency is ap-

lied [4] . In this study, the permittivity is assumed to be uniform

verywhere and the dielectric force, which is − 1 
2 (E · E) ∇ε, has no

ffect on the electroconvection. The last term, which is called as

he electrostrictive term, is nearly diminishing under the uniform

ermittivity condition. As a result, the equations to be investigated

or the velocity vector u is derived as: 

∂u 

∂t 
+ u · ∇u = − 1 

ρ
∇ p + ν∇ 

2 u + 

1 

ρ
q E. (11)

In the presence of Coulomb force distributed in the bulk of

uids, the liquid is normally set into motion. Such a flow mo-

ion can change charge density distribution and alter electric field.

he complex nonlinear coupling between two sets of equations

akes the numerical investigation of electrohydrodynamics a diffi-

ult task. Note that u = 0 is the trivial solution of Eq. (11) [23,24] .

he Coulomb repulsion, which can result in an unstable charge dis-

ribution between the parallel electrodes, tends to destabilize the

otionless state [11] . Because of this instability issue, we need to

now under what condition the flow field with the trivial solution

 = 0 becomes destabilized. Depending on an infinitely small or a

nite ionic drift velocity, which is defined as μ · E , two types of

hysical instability may occur. Linear instability is related to an in-

nitely small ionic drift velocity while the nonlinear instability has

ssociation with a finite amplitude velocity [11] . These two insta-

ility criteria have been obtained respectively through the linear

nstability analysis [6] and from the nonlinear instability analysis

7] on the currently investigated unipolar injection problem. We

ill focus on the instabilities and bifurcations during flow transi-

ion from static to complex flow states. 

The two-dimensional electrohydrodynamic differential system 

omprises seven equations for the field variables u, v, p, 
, q, E x 
nd E y . They will be normalized for the sake of general applica-

ion. The characteristic quantities for these unknowns are chosen

o be 
0 for 
, 
0 / d for E , μ
0 / d for u , ρ μ2 
2 
0 /d 2 for p and q 0 

or q . Two sets of the independent variables ( x, y ) and t are nor-

alized by the characteristic length d and the drift time τ d ( ≡
 

2 / μ
0 ), where d is the height of the physical domain. 

Besides the drift time, the other two time scales have been

nown to be able to normalize time [16] . In contrast to τ d , which

s related to the velocity distribution, these time scales have close

ssociation with the charge distribution. They are known as the

iscous time scale τν (≡ d 2 ) and the Coulomb repulsion time scale
ν
C (≡ ε 
μ q 0 

) . In this study the time scale τ d is chosen since it is

ore suitable for us to describe the EHD equations [2] . The injec-

ion strength parameter C , which is considered as an appropriate

easure of the injection strength or level, is defined as 

 = 

q 0 d 
2 

ε Φ0 

. (12) 

Given the above characteristic quantities for the dependent as

ell as the independent variables, all the working equations can

e transformed to their corresponding dimensionless equations as

ollows for the electric field equations given in (13)–(15) and the

ydrodynamic transport equations given in ( 16 )–( 17 ) 

 

2 Φ = −Cq, (13) 

 = −∇ Φ, (14) 

∂q 

∂t 
+ ∇ · [ q (E + u ) ] = 0 , (15) 

 · u = 0 , (16) 

∂u 

∂t 
+ (u · ∇) u = −M 

2 ∇ p + 

M 

2 

T 
∇ 

2 u + C M 

2 q E. (17) 

wo control parameters in the dimensionless EHD dynamical sys-

em are defined as T = 

ε 
0 
ρν μ and M = 

1 
μ ( ερ ) 

1 
2 . The dimensionless

arameter T is named as the electric stability parameter [23] . It

ormally represents the ratio of the Coulomb force and the viscous

orce. In unipolar injection, the bulk Coulomb force is normally

enerated by the unstable space charge density distribution. The

obility parameter M represents the ratio of the hydrodynamic

obility and the ion mobility [2,16] . This parameter is important

ecause of its pertinence to characterize a fully turbulent electro-

onvection induced by charge injection [20] . It is worthy to note

ere that T /M 

2 = Re E . The electric Reynolds number Re E (≡ μ Φ0 
ν )

an be therefore used to measure the degree of nonlinearity in

he electroconvective system. A larger value of T / M 

2 shown in

q. (17) corresponds to an EHD dynamical system of higher non- 

inearity. According to Eq. (17) , the Coulomb force serves as the

estabilizing source of the investigated nonlinear dynamical sys-

em. 

In addition to the physical parameters, a geometrically related

spect ratio defined as  = L/d should be considered. In this study,

e fixed the aspect ratio  = 0 . 614 corresponding to a half wave-

ength predicted by linear stability for an infinite fluid layer. The

njection strength is also fixed at C = 10 . Two values of M are con-

idered, i. e. M = 5 and M = 10 . 

The non-dimensional boundary conditions specified in Fig. 1 are

s follows 

 = 0 : Φ = 1 , q = 1 , u = 0 , v = 0 , (18) 

 = 1 : Φ = 0 , u = 0 , v = 0 , (19) 

 = 0 , 0 . 614 : ∂ Φ/∂ x = 0 , u = 0 , v x = 0 ( f ree wal l s ) , (20) 

 = 0 , v = 0 (rigid wal l s ) . (21) 

wo planar plates (or plane electrodes) separated by a unit length

re applied with different voltages. The dielectric liquid subjected

o the resulting unipolar injection is investigated since it has many

nteresting and complex electroconvection phenomena. Two differ-

nt boundary conditions for lateral walls have been considered.

ne is the free-slip (symmetrical) boundary condition and the

ther is the no-slip boundary condition. As for the initial condition,

ither a rest state or a state obtained from the previous simulation

s used in our calculation. 
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Fig. 1. Schematic of the investigated EHD system. 
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Fig. 2. Charge density along the vertical central line ( x = 0 . 307 ) for the hydrostatic 

solution when the steady state solution is obtained at C = 10 and M = 10 , T = 100 . 

The analytical solution is also plotted for the sake of comparison. 
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3. Numerical methods 

3.1. Nonlinear simulation 

Steep charge density gradients may appear in both weak and

strong unipolar injection cases. Application of central difference

schemes will result in undesirable over- and under-shoot. While

solving the convection–diffusion equation, upwind schemes are

generally used under the convection-dominated situation [25] . Ow-

ing to small physical diffusion in the charge density transport

equation, numerical scheme needs to be stabilized by adding nu-

merical diffusion, which should rapidly vanish as the mesh size

goes to zero. There have been numerous methods which have been

successfully applied to solve this problem. We adopted another

method developed by Chertock et al. [18] , which is a hybrid finite-

volume finite-difference method for the simulation of a bioconvec-

tion (coupled chemotaxis-fluid) system. The bioconvection system

is very similar to the present EHD convection system. It is worthy

to note that the important feature of this upwind scheme is due

to its ability to preserve the positivity property of the computed

scalar (charge or cell) density, which can enforce nonlinear stabil-

ity and is very important to compute non-oscillatory solutions for

the charge transport equation [26] . 

The governing equations are discretized in a staggered Cartesian

grid system of uniform mesh size. Chertock et al. [18] used the

second-order finite volume upwind method for the scalar trans-

port equations and the second-order centered-difference scheme

for the momentum equations cast in vorticity-streamfunction

form. Moreover, they used the explicit third-order large-stability-

domain Runge–Kutta method (DUMKA3) [27] for time derivative

term. In our simulation, the same upwind method is used for

charge transport equation, while the momentum equations are

solved within the primitive-variable framework, and the Shu-Osher

strong-stability-preserving Runge-Kutta method [28] is applied for

the time integration. 

In order to verify the method adopted to simulate the charge

distribution, we have carried out simulations in the hydrostatic

regime with different meshes. In the beginning of the computation

there is no electric charge in the domain. As time evolves, charges

driven by electric field move from the bottom electrode towards

the top electrode. When the steady state is reached, the distribu-

tions of charge density and electric field admit an analytical solu-

tion. The hydrostatic solutions are 
 0 (y ) = 1 / 
√ 

1 + 2 Cy/E s , E 0 (y ) = E s 
√ 

1 + 2 Cy/E s , (22)

here E s is the electric field at the injector. For each C , it is deter-

ined by 

 1 

0 

E 0 (y ) dy = 1 . (23)

he simulated results are compared with the analytical solution

hown in Fig. 2 . Our results are seen to be in good agreement with

nalytical solution. The selected charge density profile approaches

he analytical one with grid refinement. In the following simula-

ion, a grid of 50 × 100 mesh points is used for the case of small

 (near convection threshold) and a grid of 100 × 200 mesh points

s employed for the large T case. 

.2. Linear stability analysis 

Taking the analytical solutions q 0 ( y ), E 0 = E 0 (y ) e y and u 0 = 0

s the base solutions, the non-dimensional linearized equations for

he perturbation vector S ′ ( x, y, t ) = ( q ′ ( x, y, t ), 
′ ( x, y, t ), E 

′ ( x, y, t ),

 

′ ( x, y, t ), u 

′ ( x, y, t )) read: 

 

2 Φ ′ = −Cq ′ , (24)

 

′ = −∇ Φ ′ , (25)

∂q ′ 
∂t 

+ ∇ · [ q 0 (E 

′ + u 

′ ) + q ′ E 0 ] = 0 , (26)

 · u 

′ = 0 , (27)

∂u 

∂t 

′ 
= −M 

2 ∇ p ′ + 

M 

2 

T 
∇ 

2 u 

′ + C M 

2 ( q 0 E 

′ + q ′ E 0 ) . (28)

he linearized equations can be also written as ∂ t S ′ = ( N u + L ) S ′ ,
here N u and L denote the linearized convection and diffusion

perators, respectively. When considering S ′ = 

ˆ S e λt , the eigenvalue

roblem given as follows is resulted 

( N u + L ) ̂  S = λ ˆ S (29)

nstead of directly solving the above eigenvalue problem [9,10] , we

dopt an alternative approach [29] , which enables us to deal with

 small matrix representing the action of the Jacobian ( N u + L ) on

he subspace of leading eigenvectors. The ARPACK [30] library is

mplemented in this study. The leading eigenvalues and eigenvec-

ors can be accurately obtained at a relatively low computational

ost. 

Table 1 shows the calculated stability parameter with mesh re-

nement for the cases with free and rigid walls. For the free wall
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Table 1 

The critical T values obtained in three meshes from the linear stability analysis. 

64 × 128 100 × 200 128 × 256 Ref. [9] Ref. [6] Ref. [10] 

Free wall 165 .2 164 .4 164 .1 163 .2 164 .1 164 .1 

Rigid wall 351 .0 349 .3 349 .0 340 .6 – 349 .4 
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(f) T = 600 (FS6). The charge density is plotted from 0.05 to 0.9 with the equal 

increasing interval 0.05. 
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ase, our calculated critical T value agrees very well with the re-

ults of Atten et al. [6] and Pérez et al. [10] and the converged

alue is T c, f = 164 . 1 . For the rigid wall case, the value obtained un-

er finer grids is T c,r = 349 . 0 , which is larger than the result of Wu

t al. [9] obtained in coarser grids. 

. Results 

The unipolar injection problem under current investigation

as mostly studied numerically near the convection threshold.

owever, its nonlinear development has been less investigated

umerically [8] . We are therefore motivated to carry out a detailed

umerical simulation of the flow evolving from a rest state to

 complex state. Our numerical study of this electroconvection

roblem will exhibit the presence of some typical bifurcations,

uch as the pitchfork bifurcation which is transition from one

teady flow to another steady flow and associated with the

reaking of some symmetry of flow; Hopf bifurcation, indicates

hat steady flows become time periodic; Quasi-periodic Hopf

ifurcation implies transition from periodic state to quasi-periodic

tate; and heteroclinic bifurcation involves a heteroclinic cycle.

itchfork and Hopf bifurcations can be identified by the variation

f eigenvalues with control parameters. In this work, we do not

ompute eigenvalues except for the determination of the pitchfork

ifurcation for convection threshold. The other bifurcations are all

dentified by nonlinear simulations. 

Simulations are conducted for both free and rigid wall cases.

wo mobility parameters, namely M = 10 and M = 5 , are consid-

red in order to study the effect on the nonlinear dynamics. In

he following, we have two simulation strategies, one is initiated

rom a hydrostatic state to get a convective state near the critical T

alue, Then successively increasing T , and the subsequent simula-

ion is started from previous state at lower T value. The other strat-

gy is to initiate the simulation from a convective state at large T ,

hen successively decreasing T , and the new simulation is started

rom previous state at higher T value. 

.1. Free wall case 

The free-slip (symmetry) boundary conditions for velocity have

een applied on two sidewalls. 

.1.1. M = 10 

Flow development with a successively increasing value of T or

ecreasing value of T for M = 10 is shown firstly in Fig. 3 . When

ncreasing the value of T , the primary flow is a static state FS1
T=193

T≈273

T=109

FS1 FS2 FS4

FS3

FS32

T=164

Static
Periodic Symmet

SteadySteady
Asymmetry

T=281T=213
(No cell) (One cell) (One cell) (Two cell

FS31 FS4FS2FS1

Fig. 3. Schematic of the observed solution branches in differen
s shown in Fig. 4 (a). The flow pattern is depicted by a charge

ensity, which exhibits a horizontal uniform distribution and

ts vertical distribution satisfies the analytical solution given in

q. (22) . The static state loses stability to a one-cell asymmetric

teady flow FS2 at T = 164 , which is in good agreement with that

btained by the linear stability analysis. The charge density and

treamlines for FS2 are plotted in Fig. 4 (b). Note that the reflection

f FS2 flow about the vertical center line is also the solution of the

oupled system. Hopf bifurcation occurring at T = 213 is accompa-

ied by the generation of a one-cell unsteady flow FS3. This state

an be categorized to FS31 and FS32, depending on the different

scillation features. The one-cell oscillating flow obtained at a cer-

ain time is plotted in Fig. 4 (c). An interesting finding is that when

 is increased beyond T = 281 , a two-cell symmetric steady state

S4 takes its presence. The FS4 state has two convection rolls and

hey are symmetric with respect to the central mid-plane shown

n Fig. 4 (d). The two-cell symmetric state loses stability through

 Hopf bifurcation at T = 419 and a two-cell periodic state FS5 is

btained, meanwhile the reflection symmetry about the vertical

id plane is broken. Similar to the FS3 state, FS5 state is also

ivided into two states FS51 and FS52. The unsteady two-cell

attern at an instant is drawn in Fig. 4 (e). The chaotic convection

tate FS6 with a two-cell structure is under our expectation while
T decrease

Chaotic

T=419

FS6FS52

FS5

ry

 Quasi-
periodic

T≈510 T increase

(Two cells)s) (Two cells)

FS51

FS51 FS52 FS6

Oscillatory

Periodic

t T regions for the free wall case investigated at M = 10 . 
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100 200 300-4

0

4

T increase (Wu et al.)
T decrease (Wu et al.)
T  decrease
T increase

281

109

164

193

213

FS1

FS4

FS2
FS3

vmax

T

Fig. 5. Bifurcation diagram for T ranging from 75 to 360. The maximum vertical 

velocity ( v max ) versus T is drawn. Note that the flow for 213 < T < 281 is periodic, 

the time averaged v max is plotted with respect to T . The bullets indicate bifurcation 

points. The solution branches FS1-FS4 shown in Figure 3 are separated by dashed 

lines. The symbols denote the results of Wu et al. [9] . (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version 

of this article.) 
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u(b)

P
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f

(c)

Fig. 6. (a) Illustration the time varying charge density; (b) Phase portrait of ( u, v ); 

(c) Power spectrum density (PSD) and ( x, y ) = (0.153, 0.25) at T = 230 . 

280 300 320
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0.05

0.1

q

t(a)

0.75 0.9 1.05

-1.2

-1

v

u(b)

P
SD

f(c)

Fig. 7. (a) The calculated time varying solutions; (b) Phase portrait of ( u, v ); (c) 

Power spectrum density (PSD) at T = 277 and ( x, y ) = (0.153, 0.25). 
keeping increasing T value. As can be seen from Fig. 4 (f) that the

spatial flow structure is regular at the state FS6. 

It can be observed from Fig. 4 , there is a large region, called

the void region, of very low charge density. This void region in-

creases its size with the increasing values of T . The flow states

FS1-FS6 qualitatively agree with those of the numerical result of

Traoré et al. [8] . However, the FS32 state is not mentioned in their

work. As the range of T for FS32 state is small, it is likely to be ig-

nored especially when coarse meshes are used. The present study

confirms the results in the literature. More bifurcation information

will be given below. 

When successively decreasing the T value from the FS6 state,

see Fig. 3 , the unsteady two-cell flow FS5 is first obtained. As T is

decreased below T = 419 , the two-cell symmetric steady state FS4

is regained. The critical value of T is exactly the same as that ob-

tained in the T -increasing case, indicating that Hopf bifurcation at

this point is supercritical. The two-cell symmetric solution FS4 can

be sustained until T is decreased to T = 193 . The solution switches

to the one-cell asymmetric steady state FS2 as T is decreased. The

comparison of the T -increasing and T -decreasing results around the

region of T = 193 ∼ 281 suggests the appearance of subcritical bi-

furcations. The flow becomes static with the value of T being fur-

ther decreased below 109, which is consistent with the previous

nonlinear criteria [8,9,17] . Fig. 3 summarizes the bifurcation history

in different T regimes for M = 10 in free wall case. The co-existence

of the multiple flow states at certain T values, the subcritical and

supercritical bifurcation phenomena can be observed from the fig-

ure. In order to depict more clearly the subcritical feature, the bi-

furcation diagram is drawn in Fig. 5 . The maximum vertical veloc-

ity is plotted versus the stability parameter T . Two hysteresis loops

can be seen. The first one connects the static state FS1 with the

one-cell asymmetric steady state FS2, which has been widely stud-

ied before [8,9,17] . This loop is simulated in a 50 × 100 mesh and

the result shows good agreement with the result obtained by Wu

et al. [9] (denoted by symbols in the figure). The second one con-

nects the FS2 state with the two-cell symmetric steady state FS4,

which has been rarely reported before. This loop is simulated with

a finer mesh. 

As mentioned before, the unsteady flow pattern FS3 can be

classified into two groups, i.e. FS31 and FS32, due to different

oscillating natures. In order to illustrate their discrepancy, the

time series are plotted in Fig. 6 for T = 230 (FS31) and in Fig. 7

for T = 277 (FS32). The time series of the charge density at ( x,

y ) = (0.153, 0.25) and the corresponding phase portrait exhibited

by ( u, v ) and the power spectrum density are shown in these two

figures. A typical periodic signal can be observed in Fig. 6 (a). There

is one limit cycle in the phase plot as shown in Fig. 6 (b). The
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0.7

T=273

FS32FS31
f

T

Fig. 8. The dominant frequency of the unsteady state FS3 (see Figure 3 ) is plotted 

versus the stability parameter T at M = 10 for the free wall case. 
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Fig. 10. The patterns of the charge density and streamlines for the FS2 state at 

M = 5 , and (a) T = 1200 ; (b) T = 1600 ; (c) T = 20 0 0 . The charge density is plotted 

from 0.05 to 0.9 with the equal interval 0.05. 

c  

t  

F

 

F  

p  

t  

h  

c  

T  

t  

d  

t  

p

 

s  

i  

a  

t  

a  

t  

t  

f  

t  

T  

T  

a

4

 

r  

s  

d  

h

ower spectrum shown in Fig. 6 (c) contains a series of peaks at

he primary frequency f and its harmonic frequencies 2 f , 3 f , etc. In

ontrast, the time series shown in Fig. 7 (a) exhibits a modulated

ehavior. The phase portrait shows a dense toroidal structure as

hown in Fig. 7 (b), rather than a limit cycle. Moreover, a second

eriodicity ensues in the system, which is revealed in the power

pectrum ( Fig. 7 (c)) as a second frequency peak at f 1 = 0 . 0 6 6

long with the dominant frequency of f = 0 . 724 and other fre-

uencies with smaller contributions. These properties indicate

hat FS32 has turned into a quasi-periodic state. There exists a

ransition from a periodic flow to a quasi-periodic flow at T ≈ 273

ia quasi-periodic Hopf bifurcation. Similar bifurcation occurs in

he transition from the FS51 state to the FS52 state, whereas there

re two cells in the flow. The variation of the dominant frequency

 in FS3 state with the stability parameter T is shown in Fig. 8 . The

requency increases with the increasing values of T for FS31, and

ecreases with the increase of T values for FS32. 

.1.2. M = 5 

The flow bifurcation observed at M = 5 for free wall case is

hown in Fig. 9 . Starting from the static state FS1, we as before suc-

essively increase or decrease T in our simulation. The convection

FS3) sets in at T = 164 , which agrees with the linear stability re-

ult. Unlike the M = 10 case, the primary convection exhibits how-

ver an oscillatory one-cell state rather than a steady state. One ex-

lanation for the difference is that the decrease of M results in an

ncreased electric Reynolds number Re E = T 2 /M. The inertial effect

ominates the viscous effect, leading to the formation of an oscil-

atory flow. As can be seen from the figure, the oscillatory state

S3 can be also categorized as the FS31 and FS32 states. Two ob-

erved quasi-periodic Hopf bifurcations are evidenced by the birth

nd the disappearance of quasi-periodic flow when increasing the

 value. The critical values are respectively predicted to be T = 231

nd T = 385 . The periodic flow FS31 becomes the steady FS2 state

hrough an inverse Hopf bifurcation at T = 1060 . The flow struc-

ure for the FS2 state calculated at M = 5 is shown in Fig. 10 . A

arge void region is seen to occupy almost the whole cavity, which

s much like the charge density distribution in weak injection sit-

ation (small C value) [31] . A secondary vortex can be observed at

he right lower corner of the cavity at T = 1200 ( Fig. 10 (a)). With

he increase of T , new vortex appears at the left upper corner,

eanwhile, a small void region is enlarged near the right lower
T=385

T=109

FS1 F

T=164

FS2

Oscillatory(No cell)
(One cell)

Quasi-periodic
T=157

T=231
FS3

FS31 FS32

FS1 FS31 FS32 F

Static

PePeriodic

Fig. 9. Illustration of the obtained solution branches in di
orner. To our surprise, this steady state is found to be stable up

o very large T value. Until the largest T = 60 0 0 is reached, still the

S2 state is obtained. 

When decreasing the value of T from the FS6 state, the steady

S2 state is reached first. Then, the oscillatory state FS3 takes its

resence via supercritical bifurcation. The FS3 state is persisted un-

il T = 157 , where a bifurcation to the one-cell steady state FS2

appens. The steady state FS2 obtained at a low T value, like the

ase at M = 10 , suddenly jumps to the motionless state FS1 at

 = 109 . The linear critical value T = 164 obtained by increasing

he T value and the nonlinear critical value T = 109 determined by

ecreasing T are the same to those of M = 10 , thereby confirming

hat the critical T value near the convection threshold does not de-

end on the mobility parameter M [6] . 

It is interesting to note here that the flows obtained with either

uccessively increasing the T value from the rest state or decreas-

ng the T value from the chaotic state are all of the one-cell type

s shown in Fig. 9 . Another simulation was performed by taking

he static state as the initial condition and we perform simulation

t T = 800 . A chaotic state with the two-cell structure similar to

he FS6 state at M = 10 is obtained. Take the FS6 state as the ini-

ial condition, we successively decrease T value and plot the bi-

urcation diagram in Fig. 11 . The two-cell periodic state FS51 and

he two-cell steady symmetry state FS4 are obtained sequentially.

he FS4 state loses stability to the periodic state FS31 at T = 191 .

he bifurcation sequences under the further decrease of T values

re almost the same as that shown in Fig. 9 . 

.2. Rigid wall case 

It is always interesting to compare the simulated results of the

igid wall case with that of the free wall case, including the linear

tability [8–10] and the numerical simulation results. However, the

iscrepancy of the nonlinear evolution between these two cases

as been rarely reported. 
T decrease

T>

FS2S31

T increase

(One cell)

T=1060

Steady

S31 FS2

riodic

fferent T regions for the free wall case with M = 5 . 
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T=191T=109
T decrease

T=800

FS615SF4SF2SF1SF

Static Periodic Symmetry
Steady

T≈594

Steady
Asymmetry

(Two cells)(No cell) (One cell) (One cell) (Two cells) (Two cells)

FS31

Chaos  simulated
from  static initial 
condition

T=310

Periodic

T=157

Fig. 11. Illustration of the simulated solution branches in different T regions for the free wall case with M = 5 . Note that the simulation procedure starts with calculating 

one state with the static initial condition at T = 800 , then we continuously decrease the T values from this state. 

T=308 T decrease

Chaotic

T=618

RS6RS1

RS24

RS4

RS5T=350

Quasi-periodic

Symmetry
Steady

Oscillatory
T≈640 T increaseSteady

Asymmetry

T=460
(Two cells)(No cell) (One cell) (Two cells) (Two cells)

RS51

RS2

T=450

Static

RS4RS1 RS51RS51

RS52

RS6RS52

Periodic

Periodic

Fig. 12. Illustration of the simulated solution branches in different T regions for the rigid wall case with M = 10 . Note that RS24 represents a transient state, and the flow 

pattern in this region is oscillating between the one-cell structure and the two-cell structure. 

(c) T=720(b) T=600(a) T=400

Fig. 13. Distribution of the charge density and streamlines for M = 10 , and (a) T = 

40 0 ; (b) T = 60 0 ; (c) T = 720 . The charge density is plotted from 0.05 to 0.9 with 

the equal interval 0.05. 
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Fig. 14. Bifurcation diagram for T ranging from 260 to 500. The maximum vertical 

velocity ( v max ) versus T is drawn. The bullets indicate the bifurcation points. The 

solution branches RS1, RS2, RS4 and RS24 shown in Figure 12 are separated by the 

dashed lines. The symbols denote the results of Wu et al. [9] . (For interpretation 

of the references to color in this figure legend, the reader is referred to the web 

version of this article.) 
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4.2.1. M = 10 

The solution branches obtained by either increasing or decreas-

ing the T values for M = 10 (rigid wall case) are schematically

shown in Fig. 12 . The static state RS1 is obtained first at a small

T , which is the same as the FS1 state for the free wall case. Flow

convection sets in with the increasing T values. The critical T value

obtained from the numerical simulation is 350, which is in agree-

ment with that by the linear stability analysis in Section 3.2 . The

flow structure is characterized by the existence of one main cell

located at the center and other four small cells near the corners as

shown in Fig. 13 (a). This RS2 pattern is much complex than the

one-cell pattern FS2 for the free wall case due to the no-slip wall

effect. As can be seen from the figure, the distribution of charge

density is quite different from that of the free wall case. The trans-

port of ions near the lateral walls is resisted by the zero velocity at

the walls. With T being further increased, in contrast to the peri-

odic one-cell FS3 state in the free wall case, a transient oscillatory

RS24 state is found and it will be discussed later. By keeping in-

creasing the T value, we obtained the steady two-cell symmetric

state RS4, the periodic two-cell state RS5 and the quasi-periodic

or chaotic state RS6. The critical T values for the transition are la-

beled in Fig. 12 . The symmetric flow RS4 is shown in Fig. 13 (b)

at T = 600 and the asymmetric pattern is shown in Fig. 13 (c) at

T = 720 . The counterparts of the three states for the free wall case
re FS4, FS5 and FS6, respectively. When decreasing the values of

 from the RS6 state, RS5 and RS4 states are obtained sequen-

ially under expectation. Whereas, the RS4 state is sustained until

 = 308 . The static state is regained for the case with a smaller T

alue. 

The bifurcation diagram for T from 260 to 500 is shown in

ig. 14 . Similar to that in the free wall case, the bifurcation phe-

omenon near the convection threshold was also reported [8,9] . It

s shown in the figure that the bifurcation for the onset of con-

ection is supercritical, whereas the bifurcation from the one-cell

attern RS2 to the two-cell pattern RS4 is subcritical. There exists

 hysteresis loop linking the static state RS1 with the steady two-

ell state RS4. The results of Wu et al. [9] are also plotted in the

gure for comparison. Note that Wu et al. also studied the nonlin-

ar evolution of flow for T ranging from 360 to 460. However, the

ransient state RS24 was not revealed in their work. 

The transient state RS24 is actually periodic as shown in

ig. 15 (a). The period for this flow is much larger than that in the

S3 flow observed in free wall case. The flow feature is inherently

ifferent as well. The contours of the charge density and stream-

ines at the four times labeled in Fig. 15 (a) are plotted in Fig. 15 (b).
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Fig. 15. (a) The simulated time varying charge density at ( x, y ) = (0.153, 0.25) 

for T = 458 ; (b) Distribution of the charge density and streamlines at four distinct 

times t 1 − t 4 labeled in (a). The charge density is plotted from 0.05 to 0.9 under the 

equal interval 0.05. 
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 two-cell flow similar to RS4 state shown in Fig. 13 (b) is observed

t t 1 . The flow gradually evolves to a one-cell pattern similar to

hat in the RS2 state shown in Fig. 13 (a) at t 3 . The splitting from

he one-cell structure to two cells can be seen at t 4 . The flow at t 4 
ill develop into a two-cell structure at t 1 again, completing the

eriodic oscillation. The flow properties at the RS24 state imply the

resence of a heteroclinic orbit. The heteroclinic connections have

een widely studied in plane Couette flow [32] , channel flow [33] ,

ipe flow [34] , and in von Kármán swirling flow, but are rarely re-

orted in EHD flow. 

.2.2. M = 5 

The flow evolutions either with increasing or decreasing T for

 = 5 are demonstrated in Fig. 16 . Many similar features to those

f the M = 10 case can be observed. The critical T values for the

upercritical and subcritical bifurcations near the onset of convec-

ion are identical to the values for M = 10 case, which are 350 and

08. This indicates that for the rigid wall case, the onset of convec-

ion is also independent of the mobility parameter M [6] . The flow

tates RS1, RS2, RS24, RS5, RS6 described above for M = 10 are all

ound here. However, the steady symmetric two-cell state RS4 is

ot observed. When decreasing the T value, the hysteresis loop is

haracterized by the periodic state RS5 rather than by the steady

tate RS4. It is worthy to note here that the critical T value for the

ransition to quasi-periodic or chaotic flow is much smaller than
hat for the case obtained at M = 10 . 

T=308

RS1

RS24

T=350

Steady
Asymmetry

(No cell) (One cell)

RS51

RS2

T=457

Static

RS1

Period

Periodic

ig. 16. Illustration of the calculated solution branches in different T regions for the rigi

attern in this region is oscillating between the one-cell structure and the two-cell struct
. Conclusion 

The electroconvective flow of dielectric liquid in a cavity sub-

ected to unipolar injection is investigated numerically. The non-

inear EHD equations have been solved using the finite volume

ethod which is second order accurate both in time and in space.

he verification study shows that the current numerical approach

an satisfactorily simulate the electroconvection. Both of the free

nd rigid lateral conditions have been considered in our study. The

ffects of the mobility parameter on the nonlinear flow evolution

re also evaluated. 

For the free wall and M = 10 case, the FS1, FS2, FS3, FS4, FS5

nd FS6 states are observed numerically one after the other while

ontinuously increasing T from the rest state, as shown in Fig. 3 .

hen decreasing the T value from the chaotic state FS6, the se-

uence of the flow states FS6, FS5, FS4, FS2, FS1 occurs. The disap-

earance of FS3 state is due to subcritical bifurcation. The transi-

ion to chaotic flow is through the quasi-periodic route. 

For the free wall and M = 5 case, two simulation strategies us-

ng different initial conditions have been employed. The first one

s similar to the M = 10 case which starts from the state obtained

rom a previous simulation. Under this circumstance, the FS1, FS3

nd FS2 states are obtained sequentially when continuously in-

reasing the T values from the rest state, and FS2, FS3, FS2, FS1 ap-

ear one by one when continuously decreasing T from the chaotic

tate (see Fig. 9 ). All the flows are featured with the one-cell struc-

ure. The primary convective flow is periodic rather than steady.

he second simulation strategy starts from the rest state at a large

 value, and the two-cell chaotic state is obtained. The subsequent

imulations are based on this two-cell state by continuously de-

reasing T values until the static state is regained. The FS51 (two-

ell), FS4 (two-cell), FS31 (one-cell), FS2 (one-cell) states appear

ne after the other (see Fig. 11 ). 

For the rigid wall and M = 10 case (see Fig. 12 ), the order of

he appearance of flow states in accordance with increasing T is

S1, RS2, RS24, RS4, RS5, RS6, and the order for the case with the

ecreasing T values is RS6, RS5, RS4, RS1. Compared with the free

all case, the one-cell periodic state is not found but the new os-

illatory state with a larger period RS24 is obtained, which is re-

arded as a heteroclinic orbit. 

For the rigid wall and M = 5 case (see Fig. 16 ), the bifurcation

equence is almost the same as that of the M = 10 case. The major

ifference is that the two-cell steady symmetric state RS4 is no

onger existing. The hysteresis loop near the convection threshold

s linked by the two-cell periodic flow RS5. It is interesting to note

hat the two-cell steady asymmetric state is never obtained in all

ur simulations, no matter what lateral wall boundary condition is

onsidered. 

Overall, rich bifurcations and nonlinear dynamics have been

tudied in great detail in a geometrically very simple EHD system.

nlike the bifurcation and instability near the convection thresh-

ld which are predictable and less affected by the mobility param-
T decrease

Chaotic

T=471

RS6

RS5

Quasi-periodic

Oscillatory
T≈484 T increase

(Two cells)(Two cells)

RS51

RS52

RS6RS52

ic

d wall case with M = 5 . Note that RS24 represents a transient state, and the flow 

ure. 
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eter, flow transition in nonlinear regime depends on the mobility

parameter and requires a careful numerical study. The initial con-

dition as well has an influence on the nonlinear developing flow

pattern, especially for the free wall and the low mobility parame-

ter cases. 
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