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In this paper we develop a Coupled Level Set and Volume Of Fluid and Immersed Boundary
(CLSVOF/IB) method, and apply it to simulating the interaction between dam-break flow
and stationary obstacles. The projection method which adopts the second-order Adams-
Bashforth algorithm is performed for solving the Navier-Stokes equations on a fixed stag-
gered Cartesian grid. The Point Successive Over-Relaxation (PSOR) method is then em-
ployed to solve the discretized linear system of the Poisson pressure equation. For fluid-
fluid interface treatment, the CLSVOF model is implemented using the Tangent of Hyper-
bola for INterface Capturing (THINC) scheme with the Weighted Linear Interface Calcula-
tion (WLIC), and the level set function which is a distance function is used to calculate
interface normal vectors. For solid-fluid interface treatment, we adopt the direct forcing
IB method which can be easily extended to three-dimensional simulations. The artificial
momentum forcing term is applied at certain points in cells containing both fluid and
solid, which imposes a velocity condition to drive the solid body motion. The proposed
CLSVOF/IB model is used to simulate dam-break flow and its interaction with stationary
structures, and the results agree well with numerical and experimental data in the litera-
ture.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Dams are important constructions for storing water and they also provide benefits such as flood protection, water supply,
and hydropower generation. Investigation of dam-break flow has wide applications in the field of ocean and civil engineering
[1-3]. If a dam breaks, the flood can cause significant losses of human life and properties, serious damages can arise from
the high loads acting on structures, and even their stability can be compromised. Over the past few decades, numerical
modeling has been well accepted as an effective method to understand the dam-break flow dynamics [4-6]. For example,
Larocque et al. [7] conduct three-dimensional (3D) numerical simulations of dam-break flow by adopting the Large Eddy
Simulations (LES), and the k — e turbulence model in combination with capturing the free surface by the volume of fluid
method. To further investigate the dam break induced flood events that can have damaging consequences, Aureli et al.
[8] estimate the impact load exerted by dam break wave on an obstacle calculated from three different models, i.e., a 2D
depth-averaged model, a 3D Eulerian two-phase model, and a 3D Smoothed Particle Hydrodynamics (SPH) model.
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The main concerns regarding water impact phenomena in numerical simulations include the treatment of fluid-fluid and
solid-fluid interfaces [9,10]. The fluid-fluid interface involving large interface distortions and complex topological changes
such as wave breaking and spray formation can be simulated by adopting the corresponding interface-capturing method
governing the evolution of free surface [11,12]. Well-known interface-capturing methods which advect the corresponding
phase functions have been developed including the volume of fluid (VOF) method [13-15] and level set (LS) method [16-20].
Although VOF method has an excellent mass-conservation property, capturing the fluid-fluid interface by this method has
been known to have computational difficulties. One of the difficulties is associated with the discontinuous spatial derivative
of the VOF function near the interface. Thus, accuracy should be taken into consideration when calculating the normal and
curvature. The other difficulty is the construction of interfaces involving complicated geometries [14].

When tracking moving interfaces for three-dimensional two-phase flows, the level set method which can provide ac-
curate curvature and surface tension force can be efficiently used. This method, therefore, has been extensively adopted
for wide applications including moving solid problems [21], bubble growth in microchannel [22], bubble rising in magnetic
fields [23] and droplet penetration into a porous medium [24]. The level set method in [25] is also applicable to prob-
lems involving not only a complicated interface geometry but also a large density ratio. Implementation of this method
should adopt high-order discretization schemes to solve level set equations, and a re-initialization step is suggested for bet-
ter mass conservation. Otherwise, inaccurate capturing of dynamic interfaces may be induced [26,27]. To resolve the mass
loss problem, other level set approaches have been developed to accurately capture the fluid-fluid interface, including the
conservative level set (CLS) method [28-32], hybrid particle level set (HPLS) method [33,34], coupled volume of fluid and
level set (VOSET) method [35-38], and coupled level set and volume of fluid (CLSVOF) method [39].

One of the most attractive methods is CLSVOF, which combines the advantages of both VOF (mass conservation) and
LS (interface sharpness). Refs. [39-42] achieve the coupling by advecting the interface using the conservative VOF function,
calculating the interface normal using the smoothed LS function, and updating the physical properties from a smoothed
Heaviside function. The coupling can also be achieved using different strategies regarding the advection equations and the
re-initialization procedure [43-46]. This coupling method is used for studying droplet impacting a dry surface [47], bubble
growth and detachment [48] and plunging breaking waves [11,49].

To simulate solid-fluid interface problems involving stationary or moving bodies which are geometrically complex, the
immersed boundary (IB) method can be adopted. IB is applicable to problems with irregular solid objects and does not nec-
essarily have to conform to Cartesian grids. Since the grid does not necessarily conform to the solid boundary, the governing
equations near the boundary should be modified by imposing a proper boundary condition. According to the review paper
of Mittal and laccarino [50], the immersed boundary method can be generally categorized into two classes, the continuous
forcing and the discrete forcing. In the continuous forcing method, an explicit forcing term is introduced to the continu-
ous Navier-Stokes equations before discretization. Typical examples can be seen in the original method of Peskin [51]. In
comparison with the continuous forcing IB method, a sharper representation of the immersed boundary is allowed in the
discrete forcing method [52]. In the discrete forcing method, the forcing term can be either explicitly or implicitly applied
to the discretized Navier-Stokes equations [53-55].

In the last ten years, numerous investigations have been carried out for simulation of multi-phase problems by using
interface capturing/immersed boundary methods. Yang and Stern develop a sharp interface IB/LS method for wave-body
interaction in Cartesian grids [10]. A sharp interface IB/VOF model which introduces wave generating and absorbing options
is proposed for simulation of wave-structure interaction [56]. There exist a wide variety of similar algorithms which simulate
water entry and exit, such as LS/IB method [57] and IB/CLSVOF method [58].

The highlight of this paper is the proposal of a simple CLSVOF method and a practical IB method for the treatment of
fluid-fluid and fluid-solid problems respectively, which is then used to simulate dam-break flows impacting downstream
obstacles. The highlights are detailed as follows: (1) In almost all CLSVOF methods, the operational split method [9,11,39-
42] is used in the solution of the VOF and LS advection equations. In those CLSVOF methods, the advection equations are
solved in each spatial coordinate direction one by one at each time step. Before solution of advection equations in the next
spatial direction, solutions in the previous spatial direction are required for geometric reconstruction and re-initialization,
which requires additional computational power. In the present CLSVOF method, the operational split method is used for
the advection of the C (VOF function), but is not used in the ¢ (LS function). Following the advection of ¢ and C, re-
initialization procedure is then performed to ensure that the two interfaces predicted by ¢ and C should be close to each
other. (2) Since grid lines are not necessarily aligned with the boundary, interpolation is essential in IB methods. To this
end, some algebraic type interpolation approaches have been proposed in the literature [10,56,57|, which, on the other
hand, however, may lead to numerical instabilities [10,56,57]. Without using complex interpolation techniques, the present
study calculates momentum forcing terms using the volume fraction of solid on the body surface, and its implementation is
easy for extension to three-dimensional cases.

This paper is organized as follows. In Section 2.1, governing equations are presented for the two immiscible fluids by
using the LS method. Section 2.2 describes the dimensional splitting algorithm of the VOF equation. A CLSVOF algorithm
is given in Section 2.3. In Section 3, the VOF advection equation is solved using the Tangent of Hyperbola for INterface
Capturing/Weighed Linear Interface Calculation (THINC/WLIC) scheme, and LS is solved directly from its advection equation
by the high-resolution Optimized Compact Reconstruction Weighted Essentially Non-Oscillatory (OCRWENO) scheme. The IB
method is introduced in this section as well. Sections 4 and 5 present the numerical results of dam-break flows with/without
obstacles using the Adams-Bashforth algorithm on staggered Cartesian grids. The conclusions are drawn in Section 6.
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2. Mathematical model
2.1. Level set (LS) method

2.1.1. Initialization step

The LS method uses a level set function that is a signed distance function with a distance unit equal to the grid spacing
to determine the position of the gas/liquid interface (with ¢ > 0 in the liquid, ¢ <0 in the gas and the zero level set ¢ =0
in the gas/liquid interface). To keep ¢ as a signed distance function (i.e. satisfy |V¢| = 1), an initialization step is required
to calculate the ¢ values of the points away from the interface by solving the following initialization equation to reach a
steady state [17]:

3 -
22 +5(40) (V9] —1) =0, ()

where 7 is the artificial time and ¢ = ¢(x, T = 0) is the level set function calculated at T = 0. S(¢) in Eq. (1) denotes the
smoothed sign function

S(o) =2(H(¢o) —0.5), (2)
with
0 ; if ¢ < —¢
H(go) = { 11+ & + Lsin(Z®)]  : if |dol <& 3)
1 s if ¢o>e,

where ¢ is chosen to be 1.5Ax and Ax indicates the grid spacing. A steady-state solution to Eq. (1) can be obtained at time
T = Lp, the largest length of the computational domain when solving Eq. (1). Eq. (1) improves |V¢| =1 by correcting the
deviations from it without changing the shape of the zero level set. The following exact distance field d is the steady-state
solution to Eq. (1):

d; for x e the liquid
$p(x,7)=10;  for xey (4)
—d;  for x e the gas.

2.1.2. Advection step
The evolution of the gas/liquid interface can be tracked by solving the following level set evolution equation:

0¢
ﬁ‘i‘“ Vd):O, (5)

where u denotes the fluid velocity field obtained by solving the Navier-Stokes equations. Eq. (5) can be expressed in the
conservative form since u is divergence-free
a
Y4V wp =0 (6)
Using a umform grid in three space dimensions as example, Eq. (6) results in an ordinary differential equation by semi-
discrete conservative finite difference scheme

do; ;
dt = ( i+3.k 1—— jk) (Gl JHik T j—— k) (szk+ Hi.j,k—%)’ (7)
where Ax, Ay, Az are grid spacings in x— dlrection y— direction and z— direction, respectively. The approximation to the

numerical fluxes F,+ ke Gi,j+%,k'Hi.; kil at point xl+ ke yLH%’k,zi’j’,H% from the discrete values of F = u¢, G = v, H = wep

can be reconstructed by a fourth—order OCRWENO scheme described in Section 3.1.1.

2.1.3. Re-initialization step

As computation marches, the level set function ¢ is no longer a signed distance function [19]. To keep ¢ as a signed
distance function, the re-initialization procedure is needed. In the re-initialization procedure by solving Eq. (8), the position
of the zero level set ¢ = 0 should remain still. In practice, however, this may not be satisfied in numerical computation. The
level set method is known to suffer from poor mass conservation performance because of the unintentional move of the
zero level set during the re-initialization procedure. In order to conserve mass as much as possible, a mass correction term
A6(@)|V | is thus introduced into Eq. (8)

99— 5601~ 198D + 23 VB, (8)

with
Ja8(9)(S(o) (1 —|V|))d2

A Y AN I

(9)
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where 2 is computational domain and delta function §(¢) is given as:

5(¢):{5L<1+cos<’?’)) Lif 19l <e: (10)

; otherwise.
Numerical integration over the domain €2 in Eq. (9) in three dimensions is calculated by

3 1

h .
| gae~ | stgiik + 3 Giom jonkel (1)
Qij m,n,l=—1; (m.n,1)%(0,0,0)

The derivation is detailed in Appendix. The re-initialization step is also needed in order to accurately calculate the interface
surface normals in the THINC/WLIC scheme.

2.2. Volume of fluid method

The interface in VOF method is represented by a characteristic function x given below in three-dimensional cases

) for (x,y,z) e the liquid,
xX(xy.2) = {1; for (x,y,z) € the gas. (12)
The fraction function or color function C, an integral of the phase’s characteristic function y, is used
1 Ax pAy pAz
CGi=——c— .Y, 2)dxdydz. 13
= [ [ o e 1)
The characteristic function yx is passively advected owing to its zero substantial derivative by the following equation
ad
a—)t(+V-(ux)fo-u=0. (14)

For the model Eq. (14), in this study, the dimensional splitting algorithm, which calculates fluxes separately along axes and
performs three separate advections, is applied at an interior point (i, j, k) [59]:

Fn

Fn. L — . . u: S — U .
" _n o X,i+1/2,j,k x,i—1/2,j.k _(m i+1/2,j.k i-1/2,j.k
Ciu=Ci o o o At, (15)
F*. . —F*. . Vi — Vi
Wk % yi,j+1/2,k yi,j—1/2,k _ i,j+1/2,k i,j—1/2,k
Ci.j,k - Ci,j,k Ay Ci,j,k Ay At, (16)
ek . kk
o Eiikap —Eijan el Wijk+1/2 — Wijk-1/2 At (17)
i,j,k i,j.k Az i,j.k Az ?
where E i 1/2 jk B ijs1/2.60 Eijke1/2 are expressed as followss
1 Zi jk+1/2 Vi j+1/2.k xi+1/2‘1,k*ui+1/2‘1‘kA[
Eivi2.jk = T AVAZ / / / Xis,jk (X, Y z)dxdydz, (18)
Yy Zijk=172  “YVij-12k Y Xiv172,5k
1 Zijke12  Yijeizk—Vij12k AL pXic12k
E i1k = T AxAz Xijs (X, Y, z)dxdydz, (19)
Zijk-172  YVijr12,k Xi-1/2,jk
1 Zijke12=Wijke12A pYijriak pXiv1/2.jk
Eijks12 = “AXAV Xijks(X. ¥, 2)dxdydz. (20)
y Zi,jk+1/2 Yij-12k Y Xic1/2,jk

Here, F i 10 ik Bijr1/2,k and E; js1/2 are the advection fluxes for the x direction, y direction, and z direction, respectively.
It is noted that subscripts is, js and ks are

. i; if ui+1/2.j.k > O;
ls_{i+1; if i1 2 % < O, (21)

N Wi if ; j11/2k > 0;
Ji= {j+1; if U112 < O. (22)

and

_ k; if Wi,j.k+1/2 > 0;

kS— {]{+1, lf Wi,j,k+]/2 < 0. (23)
Because of the discontinuous character of the fraction function C, the Eq. (14) cannot be directly solved using C concept,
so it is necessary to use flux expressions F ii1/2 jk» Fyijr1/2.k and Ej jri1/2. In the level set method, the distance function
¢ is continuous and its advection equation is solved directly. This is how VOF methods and LS methods are different. The
VOF flux terms are calculated by applying the tangent of hyperbola for interface capturing (THINC) [60-62] scheme with
the weighed linear interface calculation (WLIC) introduced in Section 3.2.
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2.3. Coupled volume of fluid and level set (CLSVOF) method

For a better mass conservation and an accurate calculation of surface normals in THINC/WLIC scheme, we are motivated
to combine the LS and VOF method. The proposed CLSVOF method advects the level set function ¢ and the volume fraction
C by solving their governing equations from t" to t"*1, Following the advection of ¢ and C, interface reconstruction is needed
so that the two interfaces predictred by ¢ and C are close to each other.

An intermediate function n = 2C™*! — 1 is introduced in the reconstruction procedure. The position of the interface is
described by the isoline n = 0, which is the same as that indicated by C"+1 = % In other words, the choice of the 1 function
initially follows the sign of the C function to represent different fluids. However, 7 is a discontinuous function. To obtain the
continuous distance function near 1 = 0, we iteratively solve the following equation until 7 reaches its steady-state solution
near the interface

an =

57 T500) (V| =1) =0, (24)
where 7 is intermediate level set function calculated at £ = 0. Following this, another intermediate level set function ¢m+1-*
is constructed to ensure that it describes the same interface as C"t1,

_] o ifem!<e,

¢n+l,* = {¢n+1’ if |¢n+1| > g, (25)

From Eq. (25) we can tell that discontinuities appear at |¢"*1*| = ¢. To eliminate the discontinuity at |¢™1*| =&, we
iteratively solve the following equation until it reaches a steady state solution,

8¢n+],*

a7
where g/)g“** is set as ¢™*1* in Eq. (25). That is, the solution to Eq. (25) is used as the initial condition for Eq. (26). After
a steady-state solution is reached, ¢™t1-* is the continuous distance function that describes the same interface as C™t1.

Reconstruction of the level set function from volume fraction is described above, including the initialization Eq. (24) and
reinitialization Eq. (26). In the present study, reconstruction is conducted every 10 steps.

+S(@p (VP = 1) = A8 (@M [V, (26)

2.4. Integrating Navier-Stokes equations with volume of fluid functions

In the simulation of two-phase flow of gas and fluid with CLSVOF method, the three-dimensional Navier-Stokes equation
is modified to include density and viscosity terms. The Navier-Stokes equation is written as follows:

V.u=0, (27)

and

du _ Vp V.@uOD)
T T @ BT (@)

ot
where u = (u, v, w) is the fluid velocity, p is the pressure field, D = %((Vu) + (Vw)T) is the strain tensor, and F = (0,0, —g)
is the gravitational force. p(C) and w(C) are density and viscosity, respectively. Note that C indicates the fraction function
(or volume of fluid function).

Nondimensionalization analysis is a widely-used technique in fluid mechanics for convenience. The following four char-
acteristic scales are adopted: L, U, I" = % pU2 T = 5 where L is the characteristic length, U is the characteristic velocity, I’
is the characteristic pressure and T is the characteristic time. Using the above characteristic scales to nondimensionalize the
variables in the mass continuity equation and momentum continuity equation, one can derive the following nondimension-
alized variables:

X=xL, y=yL, z=Z2L, t =t*T =t*(L/U), p=p*pL
u=ul, v=vU, w=wU, p=pT=p(pU?), p=pnp (29)

+F, (28)

We non-dimensionalize the governing equations using the chain rule, and leave out the symbol * on the upper right corner
of the dimensionless variables. Eq. (28) can be rewritten as:

du Vp  1V.@QuOD) 1,

VTG TR o0 TR

where nondimensionalized density p and viscosity p are shown in the following equations respectively,

p=c+(X)a-o.

(30)

;,L:C-i-(%)(l—C). (31)
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The subscripts 'G’ and 'L’ in Eq. (31) represent gas and liquid phases, respectively. Two dimensionless parameters are ob-
tained including Reynolds number Re representing ratio of the inertial force to viscous force of the fluid, and Froude number
Fr representing ratio of the inertial force to gravity of the fluid. The two parameters are defined as below:

= 'OLLU Fr = L (32)

mr \/gi

3. Numerical scheme

Re

This study is presented to describe the interface for VOF equation and a CLSVOF algorithm which makes sure that LS
function is correctly connected to the identical geometry described by VOF function. Advection of VOF is solved under the
framework of THINC/WLIC, and LS is solved directly from its advection equation by the OCRWENO scheme. The IB method
will be implemented for the evaluation of momentum forcing term, which adopts the volume fraction of solid on the body
surface. Fig. 1 presents a detailed flowchart for the procedure of solving Navier-Stokes equations and CLSVOF/IB method.

3.1. Level set method solver

In the present calculation, the convection term in level set advection and re-initialization equations are discretized based
on the optimized compact reconstruction weighted essentially non-oscillatory (OCRWENO) scheme [63] and weighted es-
sentially non-oscillatory (WENO) [64] schemes, respectively. The OCRWENO scheme means that optimized coefficients can
be derived by using the dispersion-relation preserving finite difference approximation to the first derivative % in wavenum-
ber space [63]. In WENO schemes, adaptive stencils are used to obtain high order accuracy and non-oscillatory performance
near discontinuities at the same time. The third-order total variation diminishing Runge-Kutta (TVD-RK3) [65] is used in
time advancement for level set advection and re-initialization equations.

3.1.1. Approximation of spatial derivatives in level set evolution equation

To reduce absolute truncation errors, obtain higher-order accuracy with less dispersion errors in smooth regions and to
simultaneously avoid occurring discontinuous solutions near discontinuities, the OCRWENO scheme for the convective flux
term in the level set evolution equation is applied. Consider one-dimensional case for example. The numerical fluxes Ifm 2
constructed from its neighbor values of F, can be calculated through the following tridiagonal matrix equation

201+ w41 w1+ 2(wy +w3) T 41 w3 a1
[nren (ol o
w 5(wi1+w)+ow wy + 50
= Gp [Pt ey fe S0y (33)
The non-constant weighting factors wy, k =1, 2,3 in Eq. (33) are defined as
A
Wy = . k=1,2,3, (34)
¢ Zk (&7%
where
¢h=c41+ﬁﬁigﬂy k=1,2,3, (35)
ﬂk + €

with ¢; = 0.20891, ¢, = 0.5 and c3 = 29109, which are derived in compact scheme [63]. € is set as 10~8 to avoid the de-
nominator becoming zero. The smoothness indicators which can detect the smoothness of the numerical flux on a stencil in
the solution are given by

13 1

Pr = 35 (o =21 + B)* + 7 (Fip —4F_1 +3R)",
13 1

B2 = 35 (For = 2F +Foa)’ + g (Fy = Fan)”, (36)
13 1

B3 = 15 (Fi = 2R + Fia)” + 7 BF — 4Ry + Fi)”.

The superscript “L” in Eq. (33) indicates that the numerical fluxes at cell faces are calculated in a left-biased interpolation.
The numerical fluxes in the right-biased interpolation are also given below

[25)14—67)2] +|:67)1+2(67)2+5)3) @
3 3 3

@ 5(@1 + @) + & B, + 5@
:g%u+{iiig2i—ﬂﬂu+fi%—3k

iR R iR
i |

(37)
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and
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Level set solver

I

[ Initialize ¢°, C° u°n

Loop starts, ¢, C™, u™

I

Volume fraction solver

I

Calculate numerical fluxes
(W’)iﬂ/z,j‘,k, (’U¢)¢.j+1/2,k
and (w¢)i,j,k+1/2 by (40)7
and solve Eq. (7).

Calculate numerical fluxes
Fz,i+1/2,j,k7 Fy,i,jﬂ/g,k and
F.ijk+1/2 by (63)-(67), and
solve Eq. (15)-(17).

|

Interface reconstruction J

N\
A\

X

AN

28
4
%

Solve reinitialization (8) for ¢m+!*

Let n = 20"t — 1

l

@—» Solve (31) for p™, u™
l

]

Momentum solver

I

Calculate A™ by (74)

l

Solve (75) for u*

I

I

Solve (77) for p"tt

l

Solver (76) for u"*!

l

Applied u"™ = Vg, by (82)

Solve initialization (24) for 5

I

Reconstruct ¢"*h* by (25)

I

Solve reinitialization (26) for ¢+

4{End of computation at t = nAt

I

Calculate the f*+1 by (83)

Fig. 1. Flow chart of the proposed solution algorithm, k € N.

_ -
k. 0lk=Ck(1+ |l3~1 B3l
Zkak ﬂk+€

), k=123,

13 1
13 Bt = 22 + Fus)” + g (Fiy — 4z +3F,3)”,

13 1
13 = 2R +F2)* + (B~ Fy2)”.

(38)
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Table 1
The seven calculations performed in different grids and time-step sizes.
Section  Computational domain  Finest grids Time-step size At
41 5x2.5 150 x 75 At =0.01Ax
4.2 5x1x1.25 200 x 40 x 50 At =0.01Ax
43 10x1x1.2 400 x 40 x 48 At =0.01Ax
5.1 325x1x1 130 x 40 x 40 At =0.01Ax
5.2 16x6x7.5 160 x 60 x 75 At =0.01Ax
53 16x3.6x1 400 x 90 x 25 At =0.01Ax
5.4 16 x5x%x7 240 x 75 x 105 At =0.01Ax
Table 2
CPU time (recorded at t = 8) for different periods of reconstruction of the problem of 2D dam-break
flow.
Period (Steps) CPU time (s)
5 303.3
10 298.43
15 265.19
20 243.65
Table 3
CPU time of different problems for different methods at different mesh sizes.
Method Grids CPU time(s)
Section 5.1, Dam-break flow with a short obstacle
CLSVOF 65 x 20 x 20 1973
97 x 30 x 30 6735
130 x 40 x 40 18,244
LS 130 x 40 x 40 15,385
Section 5.2, Dam-break flow with a tall obstacle
CLSVOF 96 x 36 x 45 2485
128 x 48 x 60 6350
160 x 60 x 75 15,493
LS 160 x 60 x 75 14,736
Section 5.3, Dam-break flow with a oblique obstacle
CLSVOF 320x 72 x 20 28,668
352 x79x22 36,659
400 x 90 x 25 59,955
LS 400 x 90 x 25 53,718
Section 5.4, Dam-break flow with a cylinder obstacle
CLSVOF 160 x 50 x 70 8581
192 x 60 x 84 16,989
240 x 75 x 105 40,615
LS 240 x 75 x 105 40,472
~ 13 , 1 )
B3 = ﬁ(Fiq —2F+Fq) +1(3Fi4 —4F+Fq)" (39)

Given the values of Flil and Fiil , numerical flux F1 shown in Eq. (7) is calculated by using the flux splitting method
2 2 2

1
Fiy = (u¢)i+1/2 = j[(”+¢)iL+1/2 + (”_¢)f+1/2]’ (40)

where ut =u+ |u| and u~ = u — |u|. The boundary conditions are constructed using the WENO5 scheme and the detailed
procedure can be found in Ref. [63]. The tridiagonal matrix algorithm (TDMA) method is used to efficiently solve the tridi-
agonal coefficient matrix.

3.1.2. Approximation of spatial derivatives for initialization equation
The semi-discrete form of the WENO scheme for the initialization equation can be expressed as [64]

() (2) (2) (5))

where (%—f)i‘ (left-biased stencil from i — 3 to i+ 2) and ( )+ (right-biased stencil from i — 2 to i + 3) in Eq. (41) are WENO
approximations to m(x,-, ¥;), which are given by
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Fig. 2. Predicted interfaces 2D dam-break flow with dry bed for using mesh size h = 3170 and time step At =0.01h at t = 8.0. (a) Without the consideration
of n function; (b) With the consideration of 1 function.
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Fig. 3. Comparison of loss of mass for different periods of reconstruction for the problem of 2D dam-break flow.
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¢ -

(a) t=0.0 (b) t=1.25
(d) t=3.75
I‘
(e) t=5.00 (f) t=6.25

Fig. 4. Numerical results of dam-break flow with dry bed for case A using mesh size h = 41—0 and time step At = 0.01h.

712
_¢WENO<A_(A+¢12)’ A~ (A+¢i—l), AT (A+¢i), A_(A+¢M)>’ (42)

x’t T 12 AX AX AX AX

3¢) 1 (_ Ay S0P 0TGN AT )

AX AX AX AX
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¢ -

(a) t=0.0 (b) t=1.25

- 7

(e) t=5.00 (f) t=6.25

Fig. 5. Numerical results of dam-break flow with dry bed for case B using mesh size h = 4]—0 and time step At = 0.01h.

and

ox )i = 12
_¢WEN0(A_(A+¢H2)! A_(A+¢i+l), A_(AJr¢i)’ A_(A+¢il)>- (43)

(3¢ 1 (_ iy S0P 07 A+¢i+1>

AX AX AX AX

AX AX AX AX
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Fig. 6. Comparison with experiment using three different mesh size with present method and level set method for case A.

In Egs. (42) and (43), the notations ATy = Py 1 — P, AP = — Pp_1(k=1—-2 ~i+2) are introduced. It should be
noted that A~(A%¢y) can be expressed to A™(AYP) = A7 (Pgg — Pp) = A" Pryr — AP = (D1 — ) — (P — Py1) =
Ors1 — 20 + Pi_1. The obtained nonlinear function ¢WENO shown in Eqs. (42) and (43) can be expressed below in terms
ofa, b, c,d

PWENO(a b, ¢, d) — %Eo(a —2b+o)+ é(@ _ %) (b-2c+d), (44)
with
2 A (AT Pip) b2 (At 1) = A (AT ¢) d= AT (A+¢i+1)’ (45)

AX ’ AX AX AX
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Fig. 7. Comparison with experiment using three different mesh size with present method and level set method for caseB.

Table 4
Building corners’ coordinates.
x(m) y(m)
Corner 1 3.44 —0.05
Corner 2 3.80 -0.23

Corner 3 4.15 0.49
Corner 4 3.79 0.67

Table 5
Gauge positions.

Gauge  x (m) y (m)

G1 2.65 1.15
G2 2.65 —0.60
G4 4.00 —0.80
G6 -1.87 1.10

or
2 A (MY i) b A (AT Pi) . A (M) d= Af(A“PH)’ (46)
AX AX AX AX
and weighting factors @y and o, in Eq. (44) are defined as
D=0 Gy Y2 (47)
0o+ 01+ 0 O+ 01+ 0
with
1 6 3
dp= ——— 01 = Oy = , 48
O e 52 Y T €152 YT (e 115,)2 (48)
and

ISy = 13(a—b)? + 3(a —3b)?,
IS; =13(b—c)?> +3(b +¢)?, (49)
IS, =13(c — d)? + 3(3¢c — d)>.
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Fig. 8. Mass loss evolution using present method and level set method (a) caseA; (b) caseB.

It is noted that ¢ is chosen to avoid division by zero according to the suggestion of Jiang and Shu [64]. We use the following
Godunov flux Hg in Eq. (41) [65]

~ |50 (VImax@-,b+)2 + [max(@-,d*)2-1); ifdo =0,
Hg(a,b,c,d)= 1 _ _ _ (50)
S(¢o) (v/Imax(a+, b-)J2 + [max(¢+,d-)2—1):  otherwise,

where at = max(a, 0) and a- = min(a, 0).

3.1.3. Approximation of spatial derivatives for re-initialization equation
In fact, there are not significant improvements on dam-break flows simulated with shallow water equations spatially dis-
cretized with an order over 2. This study, however, focuses on capturing of the interface accurately, which requires higher
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(a) t=0.0 (b) t=0.75

(¢) t=1.50 (d) t=2.25

(e) t=3.00 (f) t=3.75

Fig. 9. Numerical results of dam-break flow with wet bed using present method with mesh size h = 4% and time step At = 0.01h.

order schemes, so that mass is conserved as much as possible [63]. A fifth-order WENO scheme described in Section 3.1.2 is
used for the spatial discretization of re-initialization equation (i.e. Eq. (8)). Since we only require that the level set func-
tion should be a distance function in the vicinity of the interface, it is not necessary to obtain a steady-state solution for
Eq. (1) over the whole domain. A fixed number of iterations can be used to ensure the distance function property near the
interface. For example, if the iteration step size is A7, and the total interface thickness is 2¢€, we can terminate the iteration
process after no more than < time steps. In practice it turns out that we need only three iterations since we are already
close to the distance function. Re-initialization equation is also advanced in time with the TVD-RK3 scheme. The Courant-
Friedrichs-Lewy (CFL) condition we have used include At = Ax, At =0.5Ax and At = 0.25Ax. We found that At = 0.5Ax



16 CH. Yu, HL. Wen and ZH. Gu et al./Commun Nonlinear Sci Numer Simulat 79 (2019) 104934

Fig. 10. Comparison to the experiments using present CLSVOF method (red) and the level set method (blue) with mesh size h = j; and time step At =
0.01h. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 11. Comparison of mass loss evolution for present CLSVOF method and level set method.
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Fig. 12. The geometry of the tank together with placement of the obstacle.

is enough to avoid numerical instability. However, we still use CFL=0.25 (i.e. At =0.25Ax) for Eq. (8) and indeed there is
no numerical instability found for all cases with this CFL number.

3.2. Volume of fluid (VOF) solver

3.2.1. Weighed linear interface calculation (WLIC)

Following the idea of Simple Linear Interface Calculation (SLIC) method given in [13], Yokoi [59] defines an interface
which is reconstructed from interfaces along three spatial directions with the weights. The weights are related to the local
geometry of the interface, and are calculated from the surface normal n

Xijk X Y.2) = i k(M 1) Xxi kK Y 2) + @y (0 1) Xy jk X Y2 2) + @2 (M ) Xz k(X Y, 2), (51)

where xiik(% ¥, 2), Xyijk(% ¥, 2) and x,;;k(x, ¥, z) are the characteristic functions along x, y and z directions, respectively.
The weighting factors wyjx, @y;jr and w,;;, can be obtained by calculating n;;, ny;x, and n,;;, which are the compo-
nents of the surface normal n;j in X, y and z direction, respectively. The weighting factors are expressed as follows

|nxijk|
Wy jk = , (52)
HhEK [Nei ikl + 17y gkl + 11z k]

|nyijk|
Wyiik= . (53)
v [Nkl + 10y gkl + 102 k]

and

1kl
etk = T T Ty el + ol 54
The surface normal near the interface can be calculated by using fraction function C [59]. It has been pointed out in [59] that
the WLIC method is more accurate than classic VOF methods. However, due to the discontinuities across the interface,
calculation of surface normal using VOF function may lead to numerical instability in the simulation. To overcome the
drawback in the original WLIC scheme, the signed distance function, instead of VOF function, will be employed to calculate
the value of surface normal. In the present CLSVOF method, surface normal can be expressed as follows

V¢
ik = e |, (55)
The gradient term V¢ shown in Eq. (55) is approximated by using the central difference scheme
it jk — Pictjkg . Pijrrk = Pij-1ky . Pijke1 — Piji1 5
( ¢)z,],k 2 Ax X+ 2Ay + Az ¥V (56)

3.2.2. Tangent of hyperbola for interface capturing (THINC) scheme
A pure algebraic method without geometrical reconstruction has been proposed in [60], called THINC. In one-dimensional
cases, the piecewise hyperbolic tangent function is employed as the characteristic function

Xni = %[1 +oztanh(/3(x_2# 72,-))], (57)
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(a) t=1.25 (b) t=2.50

(c) t=3.75 (d) t=5.00

(e) t=6.25 (f) t=7.50

Fig. 13. Numerical results of dam-break flow with an obstacle solved by present method with mesh size h = zlo and time step At =0.01h.

where @ =1 for G_; < ;1 and o = —1 for G_; > Gi,q. B is a parameter introduced to control the slope and thickness of the
jump, which is set as 8 = 3.5 in [60]. The jump center &; shown in Eq. (57) can be determined by the following equation

1

Ci:A_Xi

il
f ? xxi(x)dx

X 1
=3
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(a) t=1.25 (b) t=2.50

(c) t=3.75 (d) t=5.00

(e) t=6.25 (f) t=7.50

Fig. 14. Numerical results of dam-break flow with an obstacle solved by present method with mesh size h = 317) and time step At =0.01h.

_ 1 Xiv1/2 ] X — Xi—1/2 o

i-172

An improved THINC scheme, called THINC of Slope Weighting (THINC/SW), with extreme simplicity yet considerable
accuracy, has been further discussed in [61].
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(a) t=1.25 (b) t=2.50

(c) t=3.75 (d) t=5.00

(e) t=6.25 (f) t=7.50

Fig. 15. Numerical results of dam-break flow with an obstacle solved by present method with mesh size h = 417) and time step At = 0.01h.

3.2.3. THINC/WLIC scheme
The numerical flux F ;.1 jx shown in Eq. (15) can be calculated with an appropriate characteristic function x ;;(x, , 2)
shown in Eq. (51)

Zijksz Yijeizk  pXienzk—Uien2 kAL

Xis.jk (X, ¥, 2)dxdydz,

Rivipje = —
Zi jk-1/2 ij-1/2k Y Xiv1/2,k

= Eexiv1j2.jk + Eeyivryz.jk + Bezivz.jik (59)
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Fig. 16. Water levels at four distinct places for the dam-break flow with obstacle, comparison between numerical result and measured data. The result is

carried out by present method with different mesh size.

where

Fx,x,i+1/2,j,k

Xip1/2,jk—Uis1/2,j kAL

E 1 Zijjke12  LYijris2k
Xy.i+1/2,jk = — / /
AxAz Zijjk-172 YVij-12k YXir1/2,5k

and

Fx,z,i+1/2,j,k

1 /Zx:j.kn/z [J’x:jn/z.k /‘xin/z.j.r“iu/z.j.kAf
AyAZ Zijk-172 YVij-12k YXiv12.jk

1 /Zi,j,k+l/2 /)’i,j+1/2.k /Xiﬂ/z.i.k*“m/z,j.kAf
AxAy Zijk-1/2 YVij-1/2k  YXip12,5k

Wy s, j k Xx, is,j.kdxdydzs

wy,is,j,kXy,is,j,kdXddev

Wy s, j k Xy,is,j,kdXdydz-

Computation of the numerical flux F, ; 1, j, by THINC/WLIC scheme is given below for convenience:

1. Calculate the jump location of the cell X;; ; by

PRI a2 — a1a;
is.jk = 2,3 a,as — 1 ’

where a; = exp(g(zcis,j,k — 1)) and a3z =exp(B).

2. Calculate the numerical flux E ;1,5 jx by using the piecewise hyperbolic tangent function given in Eq. (57)

(60)

(61)
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Fig. 17. Comparison of mass loss evolution using present method and level set method with different mesh size for the dam-break flow with obstacle.
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Fig. 18. Schematics of dam-break flow with a tall obstacle.
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(a) t=2.0 (b) t=4.0

(c) t=6.0 (d) t=8.0

(e) t=10.0 (f) t=12.0

Fig. 19. Numerical results of dam-break flow over a tall obstacle solved by present method with mesh size h = %0 and time step At = 0.01h.
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1 Zijksr2 fYijeizk  Xiv1/2.jk—Uicn/2, kAL
_ryAz/ / / Wy is, .k X is, jkdXdydz,

Zijk-172 YVij-1/2.k

/Xm/z./.rum/z,/,kAf Wy s j k
X

2

i1/2,5.k

Xit1/2.j.k

[1 +a tanh(ﬂ (Xi_ XZ;/Z’j”‘ - )Z,-s,j,k)ﬂdx,

Wy ic i a AX X —Xic 19 i . Xis12,jk—Uis1/2, kAL
_Zxisjk [x +—"In (cosh(ﬂ(i'S 172k y x,-s,j,k))]

2 B

Wy s, J.k

Ax

Xiy1/2.jk

o Ax ay
= Tl:uiﬂ/lj.kAt ~ 5 ln(a:)]’

’

(64)
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Fig. 22. (a) Dimensions of the channel and the oblique obstacle (meter). (b) Position of the oblique obstacle (upper), cross section in the channel and
reservoir (middle) and at the dam (lower).

where a4 = cosh[B(y — ui+1/2,j,k%< — X j1)], as =cosh[B(y —Xis ji)]. The value of y is 1 if 1,154 >0, and y =0
otherwise. The value of is is defined as

o i; if lliJr]/z'j‘kZO,
'5—{i+1; it U1k < 0. (65)

3. Calculate the numerical flux E ; i110 ik = Foyiv1/2,jk + Fzit1,2,jk Dy the following equation

Ecivzjk = (1 = @xis jk)Cis jkUir1/2,jk AL (66)
It is worthy addressing here that the weight wy ;i is calculated by the level set function, as shown in Eq. (55).
4. Generalize the numerical flux term F, ;1,5 j, by adding E x i, 1/2 jx and B¢ i1k
Eivy2.jk = Exirzjk + Eeiv2.k (67)

One can refer to [59] for the calculation of the numerical fluxes F; j, 1, and E;; j 11,2
3.3. Navier-Stokes equation solver

Discretization of the governing equations are carried out on a uniform staggered Cartesian grid. The velocity components
u, v, and w are defined at centers of cell faces in the x, y, and z directions, respectively, while p, u, p, ¢ and C are defined
at cell centers.

3.3.1. Immersed boundary (IB) method
When fluid flows over a body, it can exert a force on the no-slip surface, and the surface will in return apply a force on
the flow, which can bring the flow to rest on the body surface. This implies that the effect of the body in the flow can be
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Fig. 23. Water level gauge positions.

(a) t=0.0 (b) t=6.0

(¢) t=12.0 (d) t=18.0

Fig. 24. Numerical results of dam-break flow over an oblique obstacle solved by present method with mesh size h = % and time step At = 0.01h.
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Fig. 25. Water level revolution at four distinct place using present method with three different mesh size, 5, 5> and 5.

simulated by such a body force externally applied to the momentum equations at certain points in the flow. In this way,
the IB method simulates complex bodies by introducing an artificial force to the momentum equations in the vicinity of the
immersed boundary [53]. The resulting momentum equations can be written as

du_ o Vp  V.QuED)
ot FW V=TG50

As indicated by the name of discrete-time momentum forcing method, the forcing vector fjz in the above equation can be
directly computed from the discrete-time momentum vector equation as follows

IR e P
= RHS +fi3.

It is noted that the momentum forcing vector fjz is applied on the immersed boundary. This ensures that the no-slip
condition holds for the velocity along an arbitrary immersed boundary §€2;. In other words, the force term fjz can ensure
that the magnitude of the velocity equals Vg, . For cases where the immersed boundary is perfectly aligned with the grid,
the magnitude of velocity on §Q2s will be directly set as Vg. In practice, the immersed boundary can be more complex.
Therefore, the interpolation of the momentum forcing term will be required to render the velocity with a magnitude ap-

+F+ 15 (68)

(69)
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proximately equal to Vg at the immersed boundary. In general, the momentum forcing vector can be calculated by using
following equation
Vg, —u”
fis = —RHS + QST, on 8. (70)

In the above equation, At represents the time step and Vg denotes the specified velocity along the immersed boundary.
The vector RHS shown above consists of the pressure gradient, convection, and diffusion terms in the momentum equation.
In the case of a stationary solid body where no-slip boundary conditions are prescribed, Vg, will be specified along the
boundary.

In this study, the force that structure exerts on the fluid is denoted by a forcing vector nf, where 7 is the solid volume
fraction. The effect of the immersed boundary on flow is simulated by introducing the forcing vector as a source term to
the momentum equation:

Jdu Vp 1 V.Q2u)D) 1.

WJF(U'V)U__,O(C)JFR? 2©) +Weg+nf. (71)
As fluid imposes force on solid, solid can also impose a reacting force on fluid. Therefore, this term needs to be computed
when the grid is on the solid. The solid volume fraction is defined here. In three-dimensional space, the value of solid
volume fraction 7;; can be calculated in finer grids. To show the calculation of 7;,, we consider a computational cell at
node (i, j, k). This cell is uniformly cut into Nx x Ny x N, pieces of smaller cells, with a volume equal to Ax’ x Ay’ x AZ'. The
location of each smaller cell, denoted as (X, n1» Ymn» Zmn,), Can be expressed as follows

1
Xmnl = 5 (Xi—Lj.k + Xi,]:k) +mAX,

1
Ymnl = 5 (Vijo1k +Yijk) + Ay,

1
Zypnl = j(zi,j,k—l +2zi51) +1AZ, (72)

where AX' = Ax/Ny, Ay’ = Ay/Ny and Az’ = Az/N,. The values of Ny, Ny, N, are equally set as 20 in this study. We count
the number of smaller cells inside the solid, denoted as Nisjk. Then, the value of solid volume fraction at node (i, j, k) can

S
N i

be determined by 7; j, = NNy N;

3.3.2. Projection method
We separate the temporal and spatial derivative terms, and discretize the temporal terms in Eq. (71) by using the second-
order Adams-Bashforth scheme. Then, we can obtain the following equation

utl — " I 1 n+1 +1
At T (iA -5N)+ PO P =t 7
where
_ 1 V.Q2u{)D) 1 .
A= (u-V)u—ET— ﬁeg. (74)

It should be noted that n = 0 means that the cell is filled with fluid, so f**1 = 0. If the cell contains any solid 1 #0, then the
virtual force f"*1 should be considered. First, we omit the presence of solid in the calculation, and calculate the intermediate
velocity by

u —u" 300 o)
—_+ <§A ~ oA ) —0. (75)
After that, the velocity at next time step u™! can be obtained by the following equation
At
un+1 —ut - il v/ Tl+1. 76
7@ P e

The pressure value p at the (n+ 1) time level is required to compute the right-hand side of Eq. (76). We take the divergence
on both sides of the equation and require that V - u™*! = 0. By this, the following Poisson equation for p"*! is derived:

1 V.u*
V. v n+l> _ . 77
(p(C) P At (77)
Note that Eq. (77) is applied in both water and gas phases. Therefore, no additional treatment on the pressure boundary
condition is needed. The Navier-Stokes equations involving only one-phase fluid can be simulated efficiently by a homotopy-
wavelet approach [66] or by a cell-elimination method [67].
Expand Eq. (77) into the following difference equation:

V.u*

+1 +1 +1 +1 +1 +1 +1

ap b e A AD e D 8D = ( At ) ; (78)
Lk
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Fig. 26. Sketch of the initial setup for dam-break flow with a circular cylinder obstacle.
where a= 1 . b= 1 ,d= 1 . e= 1  f= 1 . g= 1 ,and c=—(a+b+
ST P2 kA T T P kAT T T kY T 0k T 1A g Pi jies12072 = @+b
d+e+f+g). Use the point-successive over-relaxation method to iterate Eq. (78):
m+1 __ m+-1 _ m
Pk =@l + (- )R, (79)

where the relaxation factor w is set as 1.5 in this paper. In Eq. (79), m is the number of iterations. Point-wise absolute
convergence tolerance is chosen as:

P = Byl < 1107, (80)

Take the computed pressure value into Eq. (76) and the velocity field u™! can then be obtained.
When there is any solid object in the field, the force f**! in Eq. (73), which is also called virtual force, must be consid-

ered. If the solid is present in a computational cell at node (i, j, k), or, n;j, #0, the velocity field u™! should satisfy the
no-slip condition on the solid surface §<2;, that is

u™! =Vg , on 8. (81)
In this study, we interpolate the velocity Vg, on the immersed boundary 625 by using the following equation
pn+l

. Vv
Vo, = (1—m)(w - =P

where ug is the moving velocity of the solid object. For cases where the solid object is in free-body motion, the virtual force
f**+1 can be calculated from Eq. (73). By substituting Vg, obtained from Eq. (82) into Eq. (73), we can then obtain

At) + nu, (82)

1 ug —u* Vpn-H
=" "0 (83)

In our study, all the solid objects are set as static, that is, us = 0.

3.3.3. Momentum solver and CLSVOF/IB solution procedure
To accurately predict the flow’s unidirectional propagation, the second-order upwind scheme is used for calculation of
the advection term. Take the term U% for example:

A
ox ~ 2Ax

where vt = %(Vi.j,k + ‘Ui.j,k‘) and v~ = %(Ui.j,k - ’v,-,j_k|). Other advection terms can be treated in the same way. The second-
order center difference scheme is used for the approximation of diffusion terms.

(W Guy jx — 4uti_q ji+ Uiz ji) + U (“Uigg i +4Uig jx — 3Ui k) (84)

4. Validation studies

To quantify the ability of mass conservation and fluid-fluid interface involving large interface distortions for dam-break
problems, the present CLSVOF method is compared with the LS method [19]. The mass error is defined as

[C(t) dQ — [C(t = 0) dQ

Merror = fC(t — 0) aQ

(85)
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Table 1 lists the grid and time-step sizes used in all the dam-break flow problems. Unit grid (= %) is defined as the number
of cells per unit length, and h = Ax = Ay = Az is the spacing between grid points.

4.1. 2D Dam-break flow

To understand the influence of the choice of n introduced in Eq. (24) on the resulting position of the interface, and on
the matching with the LS interface following Eq. (26), 2D dam-break flow is simulated. The fluid properties are considered
to be the same as those given in Ref. [68]. The results for this case are predicted at Re = 42792 in a computational domain
of 5.0 x 2.5. No-slip boundary condition is imposed on all walls.

The red solid line and black dashed line in Fig. 2(a) indicate the LS and VOF interfaces solved by LS and VOF methods
without considering n. We could tell that the two interfaces are quite different. Fig. 2(b) shows the LS and VOF interfaces
with 7 considered, and the two interfaces agree well with each other. 7 is considered in the reconstruction procedure for
the following reasons. Normal vectors are needed in the WLIC method, which are calculated using the level set function
(see Eq. (55)). If n was not considered, the level set interface would not have coincided with the VOF interface (Fig. 2(a)),
which means that the normal vectors of the VOF interface are not calculated using the “correct” level set function. If 7 is
considered, however, we would be able to use the “correct” level set function to calculate the normal vectors.

In the CLSVOF algorithm (see Section 2.3), computational cost increases if the reconstruction procedure between ¢ and C
is adopted. If reconstruction was adopted in each time step in the present algorithm, there could be extremely high compu-
tational cost although it ensures accurate interface capturing. We compared the mass conservation performance and Central
Processing Unit (CPU) time cost of four strategies: reconstruction in each 5, 10, 15, and 20 time steps. Results in Fig. 3 and
Table 2 show that the computation time is reduced and mass loss results remain almost the same as reconstruction is im-
plemented at greater time intervals. However, convergence is not reached. As this manuscript already takes up much space,
we will spare more validation studies in future researches and will propose a convergence principle. In this study, the mass
results reconstructed every 10 time steps and every 5 time steps are the best. Computation every 10 time steps takes less
time, so this one is adopted.

4.2. 3D Dam-break flow

Dam-break problems have been intensively investigated and its variations are analyzed in Refs. [69-71]. Martin and
Moyce (1952) provided an experimental basis for comparison [71]. Their experiment setup is a water column with height
1.25a and width a, which is specified in a rectangular 5a x a x 1.25a domain. This water column suddenly collapses over a
horizontal surface due to gravity. We simulate this case A for a = 0.0571m and case B for a = 0.1143m, respectively.

The influence of grid size on simulation results is tested by using h = 21—0, 31—0 and 41—0. Instantaneous snapshots of the
interface for case A and caseB at different instants are presented in Fig. 4(a)-(f) and Fig. 5(a)-(f), respectively. It can be seen
that the dam-break flow hits against the vertical right side wall and then starts rising upwards along the right side wall
at t = 3.75 for both cases. Comparison between experimental results and the present numerical results of non-dimensional
surge front location and the water column height for caseA are plotted in Fig. 6(a) and (b), respectively. For caseB, the
surge front location is plotted versus time in Fig. 7. The last three points remain still in Figs. 6(a) and 7. This is because
the surge front reaches the end of the flume (with a dimensionless length of 5) at around t = 2.6 and does not move any
forward. The mass loss results using the present CLSVOF and LS methods are shown in Fig. 8. As is shown in Fig. 8, we
observe serious mass loss in the LS method.

4.3. Dam-break flow over a wet bed

The initial stage of dam-break flow over a wet bed which has important applications in water resources and hydropower
engineering is simulated by the proposed numerical model. This dam-break flow experiment was conducted by Jdnosi et al.
[72] in a 10.33m long, 0.15m high flume with a flat bed. A water body with depth of 0.15m was kept using a vertical
baffle plate located 0.38m downstream of the upper end. Note that the initial water depth in the reservoir was 0.018m.
The initial condition for the velocity components are set to zero everywhere, and the pressure distribution is defined to be
hydrostatic pressure relative to the top surface of the computational domain. Boundary conditions for all the six edges are
set as free slip walls. The present numerical results are shown in Fig. 9 for interface evolution at different instants. As shown
in Fig. 9 (e), the dam-break flow over the wet bed is rolling and mixing with the water in the downstream and entraining
air bubbles, respectively. Comparison with the experiments of Jdnosi et al. [72] is provided in Fig. 10. One can observe that
the interface predicted using the proposed CLSVOF method is not satisfactory enough. According to the literature [73], the
differences between experiments and simulations could be attributed to the fact that the movement of gate is considered in
experiments but is neglected in simulation. We will take the size and movement of gate into consideration in future studies
to improve the present method. Fig. 11 shows that mass is better preserved compared with LS method.

5. Numerical results

Dam-break flows impacting various stationary obstacles is investigated by tracking the moving interface between the two
immiscible gas-liquid fluids and treating gas-fluid-solid problems using the proposed CLSVOF/IB method. The computational
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(a) t=1.0 (b) t=3.0

(e) t=9.0 (f) t=11.0

Fig. 27. Numerical results of dam-break flow over an cylinder obstacle solved by present method with mesh size h = %5 and time step At = 0.01h.
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Fig. 28. (a)Evolution of x force acting on the cylinder using present method with different mesh size. (b) Mass loss evolution using present method with
different mesh size.

efficiency of the following four dam-break problems is tested using an INTEL Core(TM) i7-4930K, 3.40 GHz computer. The
computational time for different mesh sizes is evaluated in Table 3.

5.1. Dam-break flow with a short obstacle

In Ref. [31], a 0.55m high water column initially at rest suddenly collapses due to gravity to form a dam-break flow and
interacts with a rectangular obstacle placed downstream of the flow in a tank. The computational domain is a 3.22m long,
1.0m wide and 1.0m high water tank. At the back end of the tank is the 0.4m long, 0.2m wide and 0.2m high obstacle. The
geometry of the tank together with placement of the obstacle is shown in Fig. 12. Four vertical height probes H; ~H,4 are
used, with one in the reservoir and the other three in the tank, as can be seen in Ref. [31]. 21—0, 31—0 and 41—0 mesh sizes are
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Fig. 29. Predicted streamlines at t = 10 on the slice of z = 0.2 of the problem of dam-break flow over an cylinder obstacle of different Reynolds number.

adopted for simulation. Free-slip conditions are applied on all walls in the simulation, including the one on the top of the
tank.

Figs. 13 -15 present the time evolution of the free surface at several instants where coarse and fine mesh results are
shown together for comparison. As can be seen, hardly any difference can be found in the coarse and fine mesh computation
results when the dam-break flow first impacts the object. After the impact at t = 2.60, however, the run-up is significantly
higher for the finest mesh case when the water runs up the back wall of the computational domain. While the three
meshes provide very similar flow features in general, the fine mesh allows for better resolution of the free-surface fine-
scale features including wave breaking. Good agreement at locations H; ~H, can be identified from the numerical results
[31] in Fig. 16. We find that the mass is well conserved in %, 4; and J; mesh sizes, so in fact the results are almost
the same (Fig. 16). The results computed with the finest mesh size % appear better because it presents details in finer
mesh. Fig. 17 shows that the mass is better preserved compared with the LS method. Although the LS method can handle
flow processes with complex topological changes including breakup and coalescence of the dam-break flow, it suffers severe
numerical dissipation because of the hyperbolic properties of the level set equation, which usually leads to mass loss.
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5.2. Dam-break flow with a tall obstacle

The problem under investigation is of a dam-break flow impacting a tall vertical square obstacle. The computational
domain is a 1.6m long, 0.61m wide and 0.3m tall water tank. A 0.4m wide, 0.3m tall water column placed at the front end
of the tank collapses under the action of gravity, and then impacts a tall obstacle in the middle of the tank. Besides, a layer
of water approximately 1cm deep is initially present on the bottom of the tank. The detailed placement of this problem
is described in Fig. 18. The free-surface snapshots at t = 2,4, 6, 8,10 and t = 12 are shown in Fig. 19. In this figure, before
impacting the downstream structure, the front of the downstream wave already displays slight instabilities; after impacting,
significant instabilities are observed. The spatial asymmetry in the flow field is present due to both the truncation errors
induced from difference of the Navier-Stokes equations, and errors from the SOR method used when solving the pressure
Poisson equation. Because of these errors, the velocity field obtained is asymmetric. Advection of the free surface equation
using the asymmetric velocity field produces asymmetry in the free surface.

The predicted numerical results of x-force are compared with the numerical results by Marrone et al. [74] in Fig. 20 and
good agreement can be seen between the simulation and experiment. The mass error is calculated by the present CLSVOF
method on different grids, as shown in Fig. 21. Although the proposed CLSVOF method has its major advantages of rigorous
mass conservation and conservative discretization, CLSVOF methods suffer from the occurrence of “flotsam” and “jetsam”,
which are small remnants of mixed-fluid zones and may lead to mass loss.

5.3. Dam-break flow with an oblique obstacle

The proposed CLSVOF method is further validated using an experiment carried out by Soares-Frazdo and Zech [3]. In their
experiment, a dam-break flow impacting a rectangular obstacle was investigated employing several different measurements
including the water level evolution measured by water level gauges and the velocity measured by an acoustic Doppler
velocimeter. The channel under investigation is about 36m long, 3.6m wide with a rectangular cross section except near the
bed, where this section is cut to form a trapezoidal shape. The reservoir is about 6.9m long. The obstacle is 0.80m long
and 0.40m wide, and is obliquely placed in the channel. A gate separates the upstream part of the channel, representing
the reservoir, from the downstream part, representing the valley. The gate is located between two impermeable fixed blocks
and the cross section between those abutments is rectangular and narrower than the channel cross-section. The dimensions
of the channel and obstacle and the detailed placement are shown in Fig. 22.

The exact coordinates of the four corners of the oblique obstacle according to the origin of the axes are indicated in
Table 4. The origin of the axes is taken at the center of the gate, with positive x-direction towards the downstream end
of the channel. The initial water depth in the upstream reservoir is hg = 0.40m and there was initially a thin layer of
0.02m water in the channel. The water level is measured by four water-level gauges located in the channel as indicated in
Fig. 23: one gauge in the reservoir to monitor its emptying and thus the inflow discharge, and the others around the oblique
obstacle. Their exact position is given in Table 5. Snapshots of the gas/liquid phases’ time evolution are shown in Fig. 24. The
water height compared with experiment data at gates G1, G2, G4, G6 are plotted in Fig. 25. The different behaviors make
sense since the gauges are located asymmetrically, as is also present in Ref. [3]. The hydraulic jump produced by reflection
against the oblique obstacle does not reach the gauges simultaneously.

5.4. Dam-break flow with a cylinder obstacle

A three-dimensional dam-break wave interacting with a circular cylinder obstacle is considered in this section. The 16m
long, 5m wide and 7m high water tank is taken as the computational domain, where a water column of 4m x 5m x 4.5m is
initially placed behind a vertical plate. In the middle of the tank there is a circular cylinder of radius r = 1m and height h =
7m. Fig. 26 presents a sketch of the initial setup. Fig. 27 shows a sequence of snapshots of the free surface wave evolution.
An horseshoe pattern at t = 3 can be seen in front of the vertical cylinder obstacle. The evolution downstream of the obstacle
at t =7.0 is complex and disordered. The disordered evolution is because of the interaction between the upstream flow
diverting at the cylinder obstacle and the downstream flow reflected after hitting the left wall. Fig. 28(a) the time history of
the horizontal force acting on the cylinder and a mass conservation test has also been performed for this case in Fig. 28(b).
As can be seen in Fig. 28(b), mass is not well conserved after t = 2. This is because the flow hit the cylinder obstacle
tempestuously which produces the “flotsam” and “jetsam”.

The streamline in the case with a cylinder obstacle presented in Fig. 29 with Reynolds numbers 390, 39000 and 3900000.
In Re =390, a symmetric and steady wake is predicted behind the cylinder. The cylinder wake instabilities can be ob-
served at Re > 390. As fluid flows over solid under low Reynolds numbers, the flow is viscous force-dominated and tends
to form a steady state, where symmetry is present. The separation of boundary layer is absent as well and therefore no
vortex is formed, or only a pair of trailing vortex is present. As Reynolds number increases, the flow tends to be inertial
force-dominated and becomes unstable. Turbulence occurs and the flow field becomes asymmetrical. Besides, we consider
the numerical method as another reason for asymmetry under high Reynolds numbers, but not the main one. Under high
Reynolds numbers, discretization errors derive mainly from the advection terms in Navier-Stokes equations. The second-
order upwind scheme is used for calculation of the advection term in this study. Discretization schemes with lower order
accuracy derives larger truncation errors and presents asymmetrical flow fields.
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6. Concluding remarks

In this study, a CLSVOF/IB method is developed to simulate dam-break flow impacting downstream obstacles. A variety
of dam-break flows have been numerically investigated with specific interests on local loads on structures impacted by
the flow, measurement of the water level, and prediction of mass loss. In the proposed CLSVOF method, VOF function is
solved under the framework of THINC/WLIC, and LS function is solved directly from its advection equation. Numerical errors
introduced in the computation of advection equation may result from LS and VOF having two different geometries. Because
of this, the solution may diverge and become unstable. To make sure the LS function is correctly connected to the identical
geometry described by the VOF function, we adopted a relatively simple algorithm, where the reinitialization procedure of
LS from the reconstruction of VOF is not required. In the present IB method, momentum forcing terms are calculated using
the volume fraction of solid on the body surface, which is easy for extension to three-dimensional cases.

The proposed CLSVOF/IB method yields accurate solutions such as water level and horizontal force acting on the structure
in comparison with experimental or numerical results available in the literature. In addition, this coupled method improves
the mass conservation performance compared to LS methods. We have noticed a non-monotone behaviour of the mass loss
with grid spacing h, which indicates that mass convergence is not yet achieved, and that a grid sensitivity analysis is needed.
As the computed water level results agree well with experimental measurements in Section 5.1 and consequently so does
the force in the x-direction in Section 5.2, we did not conduct any further analysis. We also find that in non-submerged
cases, the dam-break flow hits the obstacles and becomes much more transient than in submerged cases, because increased
nonlinearity that follows increases mass loss in computation. The weaknesses of this method is that CLSVOF is computation-
ally costlier than LS. This is because in LS methods, only the LS advection equation is solved, while in CLSVOF methods, both
VOF and LS advection equations are solved. In future studies, high performance parallel computing may be introduced to
improve the efficiency. Sediment transport can also be considered to discuss the influence of dam-break flow and sediment
release on downstream ecology.
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Appendix
Discret integration function for two and three dimensional cases

In 2D case, the integration area €2; in Fig. 30(a) is indicated in blue

Qi = ((X,y)|Xi71/2 <X<Xy1p and yjqp<y< J’j+1/2)- (86)

Function values at the centre O and the eight adjacent points are also indicated in Fig. 30(a). The integration over £2; can
be expressed as the sum of the eight sub areas:

Jo, 8482 = ZoasSaoas + goscSaosc + BocoSaocp + SopES AoDE+

87
80EFS AOEF + 80oFGSAOFG + 80GHS A0GH + 80HAS AOHA- (87)
Approximation to goagSaoas iS
Saons ~ ~ (80 + 84 +85) - - ~h-1n (88)
gons A0AB ¥ 3 go+8a+8s 5 315
where h is grid spacing and
8o =g, j), (89)
Lj)+gi-1,j+1
g, ~ 801 g(2 i+ (90)
i,j)+gl j+1
g5 ~ 800 g( j+D (91)
Integration over the other seven areas can be derived similarly. Then, Eq. (87) can be expressed as
1 1
| se=gr (1@ Y g (92)
2 m,n=-1;(m,n)#(0,0)
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Fig. 30. The diagrammatic sketch of integration area (a) 2D case; (b) 3D case.

In 3D case, the cubic integration area is

Qi = (XYXicig <x <Xy and  yjap <y <yjap and  zeip <Z < Zgap)- (93)

The cubic area can be subdivided into eight equivalent sub-cubic areas. Function value at the cubic centre O is noted as g(i,
Jj, k). Fig. 30(b) shows one of the eight sub-cubic areas. And we have

Voa, 444485868, = VorAA; + Voasaras + Voaauas + Voa,aua, + Voasasa, + Voa, A, (94)

where Voa, 4,4,4,45444, denotes the volume of 0A1AyA3A4A5AsA7. We denote the point that is one grid away from O as Oy,

the point that is +/2 grids away from O as O, the point that is +/3 grids away from O as Os, the point that is % grid away

from O as Oy, the point that is g grid away from O as O,,, and the point that is ? grids away from O as Osj,. Function
value at Oy is denoted as go,, and other notations are similarly defined.
Due to the symmetry, integration over the entire cubic area is

111
dQ=5-=--h3
/Qijkg 86 4
Since Oy, Oy, O3, are the mid points of 001, 00,, 003, function values at the three points can be expressed as

g0, ~ 50 fori=123. (96)

(8-6-g80+4-2-6g0,,+2-2128,,+1-6-8g0,,). (95)

Therefore,
Jo, 8dQ =1 & 1h° (6-8-go+4.6-go+2~12-go+3-8-go

+4-6~g01+2-12~g02+1-3~8~g03>.
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The sum of weights at the 26 adjacent points is
1

> &ivm.jnk+l = 680, + 1280, + 88o,. (98)
m,n,l=-1;(m,n,1)#(0,0,0)

Then, the integration can be expressed as

1

1 ..
| a2 = gt 60gti. it + 3 Ziom jnic + 620, +4g0, |, (99)
iji monl=—1; (m.n,1)%(0,0,0)
or
1, . !
| sio=gr(d0gi s Y Gt 280, - 480, ) (100)
i m.nl=—1;(m.n.)#(0.0,0)
Considering
gi+1,j,k)+gi—1,j k)~ 283, j k), (101)
Egs. (99)-(100) can be approximated as
1 1
[ o= ggr(sseiio s X simgp). (102)
Siji monl=—1: (m,n,1)%(0,0,0)
and
1 1
| 2= 350 ( 1080 + 3 Giomjenket ). (103)
Siji m,n,l=—1; (m.n,1)%(0,0,0)
Define
1 1
/ gdQ ~ th n g(, j. k) + Z Sivm jink+ls |» (104)
i m.nl=—1;(m.n.)#(0.0,0)

where n is unknown value. Compare Eq. (104) with the weighted average of Eqs. (102) and (103), we have n = 51. Substitute
n = 51 into Eq. (104), the Eq. (11) is therefore obtained

1

1 ..
[ s~ gp(stgii s Y g (105)
Siji monl=—1; (m.,n,1)%(0,0,0)
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