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Multimedia P2P

Skype
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hat is it?

* A peer-to-peer (P2P) overlay
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ecret of Success

dec (provided by Global IP Sound)
67 bytes packet payload
24 to 120 kbps

e NAT and firewall traversal

¢ Alternative paths!
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default path
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Based on KaZaA

* A hybrid solution
Some are group leaders
« Super nodes or SN
Most are ordinary peers
e Ordinary nodes or ON

e 1stlevel

Between a group leader and its
ordinary peers

Napster-like

° an leVel @  ordinary peer
Between group leaders @ srouvpieader peer
Gnutella_like neighoring relationships

in overlay network

Copyright © 2008

Polly @ NTU 12




Phase I: Login

* Send ‘I'm alive’ to other peers
Showing in your friends’ Friend lists

* Determines the type of NAT and firewall it is behind
More details if time allow

* Discover online SNs

Polly @ NTU Copyright © 2008
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here are the SNs?

e 1st-time use of Skype
» Connect first to a bootstrap server to acquire a candidate SN
list
« Select one from the list
« Report to the SN meta data about user/files to be shared
 Acquire from the SN the updated list of candidate SN
 Cache the candidate SN list

* 2nd-time+ use of Skype
e Select one from the cached candidate SN list
e The rest is the same

Polly @ NTU Copyright © 2008
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Phase Il: Address Lookup

e Initiator calling target
Calling pollyhuang...
Where is pollyhuang at?

e Username > (IP, port) address mapping

The meta data about users stored in SNs
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Address Lookup Service

When target logs on, send mapping to SN
ﬁ send “target—>(140.112.42.220, 43020)”

Target

@

When initiator makes call Initiator

Request “target—>?" to SN

Polly @ NTU Copyright © 2008
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P2P Style Search

Target

Request get propagated <
/\ Gets mapping

Respond “target—>(140.112.42.220, 43020)” |nitiator
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N of the Initiator
equest “target->7?” to other SN
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Phase Ill: Call Establishment

* Two directions
Initiator connects to target first
Target connects back to initiator

¢ Operation for each direction is identical

Polly @ NTU Copyright © 2008
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he Operation

* Probe a list of nodes
Target, candidate relay nodes (RN)
¢ Pick the best to connect

If target is picked

» Connect to target .
If RN is picked

o Connect to RN

o RN connect to target
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Candidate Relay Nodes (RN)

* Pre-defined and change dynamically
* Simply the candidate SNs in the host cache (HC)
* Probes can be a priori in low frequency

Shorten the delay in call establishment
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Who should be the relay peer?

such that the alternative path
is better than the default
one...
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Skype’s Solution

Round-Trip Delay & Loss Rate (Probably)

[ICDCS 06] S. Ren, L. Guo, and X. Zhang, “"ASAP: an AS-Aware Peer-relay protocol for high
quality VoIP with low overhead", Proceedings of the 26th International Conference on Distributed
Computing Systems (ICDCS'06), Lisbon, Portugal, July 4-7, 2006
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A Fundamental Question

Which is the right path selection criteria?

Source Rate?
Congestion Level?
Delay?
Combination of the above?
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ser Satisfaction

USI = 2.15 * log(bit rate) — 1.55 * log(jitter)

—0.36 *RTT
bitrate:  data rate of voice packets
jitter: level of network congestion
RTT: round-trip times between two parties

[SIGCOMM 06] Kuan-Ta Chen, Chun-Ying Huang, Polly Huang, Chin-Laung Lei, “Quantifying
Skype User Satisfaction,” ACM SIGCOMM 2006
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ecret of Success
* Codec (provided by Global IP Sound)
67 bytes packet payload

24 to 120 kbps

* NAT and firewall traversal

¢ Alternative paths!
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pecial Ports

* Skype client listening on a randomly selected port

e If blocked by firewall, use
80 -- HTTP
443 -- HTTPS

Polly @ NTU Copyright © 2008
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CP Connection
e Skype client listening using UDP

e If blocked by firewall, use

TCP
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AT Traversal

* STUN
Simple Traversal of UDP through NATSs
More details if time allows
e TURN
Traversal Using Relay NAT
L.e., the relay node approach

Polly @ NTU Copyright © 2008
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ecret of Success
* Codec (provided by Global IP Sound)
67 bytes packet payload

10 to 120 kbps

e NAT and firewall traversal

¢ Alternative paths!
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* iLBC

13.3 kbps (30 ms frames) 15.2 kbps (20 m frames)

Better than G.729A and G.723.1

* iSAC
10-120 kbps (adaptive and variable)
Wideband communication

* No silence suppression
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Multimedia P2P

CoolStreaming
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CoolStreaming = PPLive

* A peer-to-peer (P2P) overlay
network for [IPTV
* Hongkong-China based

* To an average user, it’s free live
sports event broadcast service

® 10,0008 of subscribers

Polly @ NTU Copyright © 2008
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Success

* Free content
* Smooth and quality video
e The more users, the better the quality
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Why?
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ajor Technical Components

CoolStreaming
P2P Network | Pure random
Formation
Frame Fewest copies first
Scheduling Dead-line oriented
Codec Mpeg-4, windows WMA
Polly @ NTU Copyright © 2008
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* Design of DONet

e Performance Evaluation

¢ CoolStreaming

* (Conclusion
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(Data-driven Overlay Network)

* Concept
Form a gossip P2P network
« Essentially, a peer connect to other peers randomly

P2P network dynamically updated

« Essentially, which peer connect to which peers is changed
periodically

® Characteristics
Easy to implement
Robust and resilient
Efficient

Polly @ NTU Copyright © 2008 37

Level 0
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Mesh As opposed to a tree

[
22} Level3

The rest of the network can still function with a node fails!
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Network Comparison

DONet CoopNet
Base mesh tree
Load balanced unbalanced
Supplier/Client not specified* specified
Structure distributed centralized
Dynamic switch robust vulnerable
Polly @ NTU Copyright © 2008 39

¢ 3 Key modules
Membership Manager
Partnership Manager
Buffer Map & Scheduler

¢ Terminology
Member = active nodes on t
overlay network
Partner 2 nodes can exchan
data (a subset of members)

Polly @ NTU Copyright © 2008

Design of DONet

Player

Membership & Buffer Map
=)
Manager (BM)

| |
I Scheduler
Manage r
i |

'[ Network Interface

17 Sy 1L
(parner ) (arner ) (Pamer )
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Membership Management

* SCAMP (Scalable Gossip Membership protocol)

* Join
A newly joined node contacts first a bootstrap node
 Redirected to a deputy node
« Randomly selected from the bootstrap node’s mCache*.
Deputy node gives the new node its mCache

° Maintain
Periodical membership messages to update mCache
Nodes will be removed from the list after a fixed amount of time
*The membership cache contains a partial list of active nodes in DONet.

Polly @ NTU Copyright © 2008 2

mplementation

: : . E ;
Membership Relationship 1ve|r33(/e£ce>?jrically send
Consuming Peer  providing Peer 2. An advertisement
@ message (ADV)

@
\®/'

1 can become a member

of other nodes / T~
® \ ® @  Upon receiving the ADV:
2,3, and 6 remain 1. Rolladice

members of node 1 \\“ 2. If win, select the ADV

7,8, and 9 are new .
members of node 1 ® sender to provide

video segments

Polly @ NTU Copyright © 2008 2
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Partnership Management

¢ Periodically establish new partnerships with nodes
randomly selected from mCache

* Reject the lowest rating partner

Copyright © 2008
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Leave and Break Down

* Graceful leaving node should issue a departure
message.

¢ Nodes discovering a partner failure* also send
departure messages.

*Node failure can be detected after idle of the connection or BM
exchange.
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Buffer Map Management

e Buffer Map
Semi-synchronized playback progresses.

A sliding window of 120 segments can effectively represent the
buffer map. Segments outside the window is ignored.

Use 120 bits to record BM, with bit 1 indicating that a segment is
available.

The sequence number of the first segment in the sliding
window is record by another 2 bytes.

e Each node continuously exchanges its BM with the partners.

Polly @ NTU Copyright © 2008 5

Scheduling Algorithm

* Two constrains
Playback deadline for each segment
Heterogeneous streaming bandwidth

* Minimize segments missing deadlines.

* Heuristic algorithm
Calculate the number of the potential suppliers for each
segments.
Less suppliers means higher risks of missing the deadlines.
Determine the supplier of each segment starting from the one
with lowest potential suppliers.

Among the supplier candidates, pick the one with higher BW
and enough available time.

Polly @ NTU Copyright © 2008 6
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* Design of DONet
¢ Performance Evaluation

¢ CoolStreaming

* (Conclusion
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Performance Evaluation

e  Control overhead e  Stable Environment
Control traffic volume /Video
traffic volume
¢ Continuity index R To e
0015 Il 50 nodes
Number of segments that sl S 120 noces
arrive in time over the total B 200 nodes

number of segments
°  On/Off period

Average of node join/leave-
period, which is exponentially
distributed

Control overhaad

E El

4 5 A
number of Partners (M)

Control overhead vs. Partner #

*Experiments are conducted in PlanetLab.
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Continuity index
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0.02
Bl 10 nodss
ooisr B 50nodes
[ 100 nedes
0.016 [ 150 nodes [
I 200 nodes

0.014

Caontral overhaad
@ =
a 2 =]
8 & =
B 2 0

0.008
0.004

0.002

2 4 5

2
ON/OFF Peticd T (s)

Control overhead vs. On/Off period
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Continuity index
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Average hopcount vs. On/Off period
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Continuity ingey
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Continuity index vs. On/Off period
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Continuity index vs. Time
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Fluctuation Over Time

DONet summary

Low control overhead (1% of the

video traffic )

Better playback continuity and
smaller end-to-end delay,
especially under dynamic
environments

Scalable both in overlay size
and streaming rate

Stable quality

52
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CoolStreamin
g 1 CoolStreaming
. v BE R
e TFRC (TCP friendly rate control) o =T B 5
(Radin) 881 16 17 58.33%
prOtOCOI (Radio) 902 16 62 29.97%
Y - M (Radin) CRI FMO15 64 26 00 56%
About 5~10 minutes to settle down the B nox o
(Radio) SIHFMI0ETEZEE 3 3 9752%
ESPN Test Channel {Rotin} LB 2 o8 20 04%
SpOl'tS \Y CCTV-10 40 54 20.42%
B CCTV-5 340 493 24.00%
Bitrate 280 330 450 CCTV-6 (CERNET) lemp server) 01 93.04%
(kbps) CCTV1 femp) 500 232 2460%
CCTV8 itemp) M0 115 9349%
Online | 5000 2500 67 Raidue S0 14 50.14%
user
TOMBFERAREIRAIE-L 1 IR
Server 0 0~60% 04 e /0 553 075%
. 957 5 0 7570 hba 340 Eil 49.52%
quality 100 4 96.17%
16 9742%
Buffer 80%-+ 50% 90%
level BEFIEH (Guanglong Spork) E 96.80%
ERRA R - TOME 1§ 216 135 25.38%
Video good poor Mediocre = -
quality B i85 94% . 70 KE tH 0 KB _/,J
*CoolStreaming v 0.0.42 released at March 1, 2005
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* DONet is a capacity amplifier between a content provider
and clients.

The larger the data-driven overlay is, the better the streaming
quality it delivers.

e DONet doesn’t maintain an explicit overlay structure
A mesh-based overlay network
Scalable and robust

* The problem of user behind Firewall can be solved by TCP
connection.

Statistical results show that more than 95% of the nodes can
become relay nodes.

Polly @ NTU Copyright © 2008 54
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Multimedia P2P

HotStreaming

Polly @ NTU Copyright © 2008
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Heterogeneous dynamics!
Heterogeneous bandwidth!
Heterogeneous screen size!

Copyright © 2008
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Differences

CoolStreaming HotStreaming

Partnership Pure random Preferential random

Formation (rotate)

Frame Heuristic: Optimal:

Request (fewest copies first (min loss under bw

Scheduling Earliest Deadline first) constraint)

Codec Mpeg-4, windows WMA | Mpeg-4, interleaving
MDC
(bw heterogeneity)

Polly @ NTU Copyright © 2008 -

HotStreaming Advantages

Partnership Preferential random Stability

Formation (rotate)

Frame Optimal: Minimum loss

Request (min loss under bw

Scheduling constraint)

Codec Mpeg-4, interleaving Sustainable quality for
MDC heterogeneous users
(bw heterogeneity)

Polly @ NTU Copyright © 2008 -
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¢ Partnership formation
¢ Multiple description coding
¢ Video segment scheduling

Copyright © 2008
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hree Components

59

MDC - Video Buffer
Decoder I

i

System Architecture—

1 Main - @
<

Scheduler

Partnership

Manager

\Polly entuHotStreaming Peer 2 /
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Qualitative Comparison

o SCAMP
Forwarding of ADV e TYPHOON
« Toall partners Forwarding of ADV
« To partners who have
few partners
« To avoid peers being
isolated = better
Selection of partner stability
» Depending on current
#partners Selection of partner
« Depending on current
#partners

« Bounded by the max
#partners - better load

balance

Copyright © 2008 61
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Quantitative Comparison

SCAMP TYPHOON
Connected Time (sec) 59180 74320
Disconnected Time (sec) 15820 680
Disconnected Node (N) 305 18
Instability Index 51700 2580

Stability Imlp@g(gyement ~ 20 fold
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DC: Idea

MDC-STHI:
MDC with Spatial-Temopral Hybrid Interpolation

o n l ...

_
Adding Redundant

"ARVARYAR ‘
Quarter -Sized Streams
o]

Copyright © 2008
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E:: Full size even frame
Eq:1/4 size even frame
O;: Full size odd frame
O,: 1/4 size odd frame

Eq+O

N4 .
Polly @ NTU Copyright © 2008
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PSNR: Stefan (CIF)

50

45 -

40 \
o 35 J\,MAUI\ A It | A —— Full Size
= A \‘”‘V\IW\AN\/ -~ STHI
% 30 b 7 _ - Spatial
aQ [ / 1\ - Temporal

25 1

20 - 1 [

\ — W\\_\‘
15

1 13 25 37 49 61 73 85 97 109 121 133 145

Frame Number
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egment Request Scheduling

e From a peer’s partners
Available segment type (e.g. E, O,) and size
e The peer calculates
Maximize the video quality
o Score of full-sized segments > quarter-sized ones
Under 2 constraints
 Estimated time for segment to arrive < playback time
» Total segments to request < estimated available bandwidth
* A linear programming problem
Efficient approximation algorithm
Computation < 10s milliseconds

Polly @ NTU Copyright © 2008
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egment Request: lllustrated

Variables

2: {Ef(l), Of (1), }, x! :a schedule that requires MDC type j for segment i
Maximize
‘/® LSS

3:{0(1). E; (1), ..} @ P

'\ Subject to
. \ @ Ti:Ti,1+l—zL:s—‘ix,‘>0,lsisK
6: {04(2), E4(2), ...} ® 28

Lo
0<y x!<1l<i<K
=

x'e{0,30<x! <11<i<K1<j<L
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estbed Experiments

* All three components integrated

:|4 g
...... 2 141II2LII | 1122110
4 un
@ % % |-n|| 21104
.....
NAT & DHCP
e -I'T“ |-m| 2,162
Linux?
>
(140.112.30,60) .J‘-/ N

I -

Polly @ NTU & @ .C.9 %
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mpact of TYPHOON
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36
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Opt Schedule

45

A MDC—;—opt sched, av‘g bw = 1_5Mt|3p5 —
C: mpeg#4(1.5Mbps), avg bw=1.

:
node
node

i ¥

40 |2

[l

25 | r y

20

PSNR

15

10
0 20 40 60 80 100
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HotStreaming Advantages

Partnership Preferential random Stability

Formation (rotate)

Frame Optimal: Minimum loss

Request (min loss under bw

Scheduling constraint)

Codec Mpeg-4, interleaving Sustainable quality for
MDC heterogeneous users
(bw heterogeneity)

Polly @ NTU Copyright © 2008
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PlanetLab Results

e Small-scale testing on Campus Network

15-node scale testing
1 Server, 14 peer users
1 Mbps video source for an hour

¢ Network centric measurement
Scalability
Packet loss rate (arrival rate within deadline)

Control message overhead

Copyright © 2008
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Mbps

MR SRR RO

Polly @

Time (Minute)

Polly @ !

B Contributed by Server
O Contributed by Peers

Scalability (server load)
MOD ~ stream_size * #user
P2P ~ stream_size * in_degree

N A TN SN RN AN qur)on—live-progranjs, no
user limit on HotStreaming!
Time (Minute)
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Playback Continuity

012 ~- CoolStreaming -

2 o1 N -~ HotStreaming /\ A

B o L 1

=0l T

S s AL T
MERTAASINTRED
SN AV

Time(Minute)

Polly @ NTU 75

0.025
- CoolStreaming
% 0.02 i - HotStreaming ——
o
*H
Z o015
=]
(58]
(5]
< o0
[<3]
S A,
 000s M M
o Lo "
AR BN SR B AN B B
Polly @ Time(Minute) 76

38



Questions?
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