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Random Variables and Probability
Distributions

Probabilities, the Sample Space and Ramdom Variables
● Outcomes: aemutually exclusive potential results
of a random process.
● Probability: ae proportion of the time that the
outcome occurs in the long run.
● Sample space: ae set of all possible outcomes.
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● Event: A subset of the sample space.
● Random variables:
A random variable is a numerical summary of a
random outcome.
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ProbabilityDistribution of a Discrete Random Variable

● Probability distribution.

● Probabilities of events.

● Cumulative probability distribution.
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Example: ae Bernoulli distribution.
Let G be the gender of the next new person youmeet,
where G = 0 indicates that the person ismale and
G = 1 indicates that she is female.
ae outcomes of G and their probabilities are

G = 1 with probability p
= 0 with probability 1 − p
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ProbabilityDistribution of a Continuous Random Variable
● Cumulative probability distribution.
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● Probability density function (p.d.f.).
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Expected Values,Mean, and Variance
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Expected value of a Bernoulli random variable

E(G) = 1 × p + 0 × (1 − p) = p

Expected value of a continuous random variable
Let f(Y) is the p.d.f of random variable Y , then the
expected value of Y is

E(Y) = ∫
∞

−∞
Y ⋅ f (Y) dY
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Variance and Standard Deviation
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Variance of a Bernoulli random variable
aemean of the Bernoulli random variable G is
µG = p, so its variance is

Var(G) ≡ σ 2
G = (1 − p)

2 × p
+(0 − p)2 × (1 − p)

= p(1 − p)

ae standard deviation of random variable G is
σG =

√
p(1 − p).
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Moments
● ae expected value of Y r is called the rth moments
of the random variable Y .
aat is, the rth moment of Y is E(Y r).
● aemean of Y , E(Y), is also called the ûrst
moment of Y .
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Mean and Variance of a Linear Function of a
Random Variable
Suppose X is a random variable with mean µX and
variance σ 2

X , and

Y = a + bX ,

then themean and variance of Y are

µY = a + bµX

σ 2
Y = b2σ 2

X

and the standard deviation of Y is σY = bσX .
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Two Random Variables

Joint andMarginalDistributions
● ae joint probability distribution of two discrete
random variables, say X and Y , is the probability
that the random variables simultaneously take on
certain values, say x and y.
● ae joint probability distribution can be written as
the function Pr(X = x ,Y = y).
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aemarginal probability distribution of a random
variable Y is just another name for its probability
distribution.

Pr(Y = y) =
l

∑
i=1

Pr(X = xi ,Y = y)
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Conditional distribution of Y given X = x is

Pr(Y = y∣X = x) =
Pr(X = x ,Y = y)

Pr(X = x)

Conditional expectation of Y given X = x is

E(Y ∣X = x) =
k

∑
i=1

yi Pr(Y = yi ∣X = x)

18 / 65



Outline Random Varialbes Mean and Variance Two Random Variable Distributions Random Sampling Large-Sample

19 / 65



Outline Random Varialbes Mean and Variance Two Random Variable Distributions Random Sampling Large-Sample

aemean of Y is the weighted average of the
conditional expectation of Y given X, weighted by
the probability distribution of X.

E(Y) =
l

∑
i=1

E(Y ∣X = xi)Pr(X = xi)

20 / 65



Outline Random Varialbes Mean and Variance Two Random Variable Distributions Random Sampling Large-Sample

● Stated diòerently, the expectation of Y is the
expectation of the conditional expectation of Y
given X, that is,

E(Y) = E [E(Y ∣X)] ,

where the inner expectation is computed using the
conditional distribution of Y given X and the
outer expectation is computed using themarginal
distribution of X.
● ais is known as the law of iterated expectations.
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Proof: E(Y) = ∑l
i=1 E(Y ∣X = xi)Pr(X = xi)

E(Y) =
k
∑
j=1

y j Pr(Y = y j)

=
k
∑
j=1

y j
l
∑
i=1

Pr(Y = y j , X = xi)

=
k
∑
j=1

y j
l
∑
i=1

Pr(Y = y j∣X = xi)Pr(X = xi)

=
l
∑
i=1

k
∑
j=1

y j Pr(Y = y j∣X = xi)Pr(X = xi)

=
l
∑
i=1

E(Y ∣X = xi)Pr(X = xi)
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Conditional variance
● ae variance of Y conditional on X is the variance
of the conditional distribution of Y given X.

Var(Y ∣X = x) =
k

∑
i=1
[yi −E(Y ∣X = x)]2

×Pr(Y = yi ∣X = x)
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Bayes’ Rule

Pr(Y = y∣X = x) =
Pr(X = x∣Y = y)Pr(Y = y)

Pr(X = x)

● ae conditional probability of Y given X is the
conditional probability of X given Y times the
relativemarginal probability of Y and X. (Exercise
2.28)
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● ae conditional mean is theminimummean
squared error prediction.

Loss = E{[Y − g(X)]2}

It can be shown that the loss isminimized when
g(X) = E(Y ∣X). (Appendix 2.2)
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● Consider the simpler problem of ûnding a number, m, that
minimizes E[(Y −m)2]. For the case of discrete random
variable Y , E[(Y −m)2] = ∑k

i=1(Yi −m)2pi .

d
dm

k
∑
i=1
(Yi −m)2pi = −2

k
∑
i=1
(Yi −m)pi

= −2(
k
∑
i=1

Yi pi −m
k
∑
i=1

pi)

= −2(
k
∑
i=1

Yi pi −m) = 0

● It follows that the squared error prediction loss isminimized
by m = ∑k

i=1 Yi pi = E(Y).
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● To ûnd the predictor g(X) thatminimizes the loss
E{[Y − g(X)]2}, use the law of iterated expectations to write
the loss as,

Loss = E{[Y − g(X)]2} = E (E{[Y − g(X)]2∣X})

● aus, if the function g(X)minimize
E (E{[Y − g(X)]2∣X = x}) for each value of x, itminimize
the loss function.

● But, for a ûxed value X = x, g(X) = g(x) is a ûxed number.
ais problem is the same as the one just solved for m, and
the loss isminimized by choosing g(x) to be themean of Y ,
given X = x. ais is true for every value of x.

● aus the squared error loss isminimized by g(X) = E(Y ∣X).
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Independence
● Two random variable X and Y are independently
distributed, or independent, if knowing the value
of one of the variables provides no information
about the other.
● aat is, X and Y are independent if for all values
of x and y if

Pr(Y = y∣X = x) = Pr(Y = y)
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● State diòerently, X and Y are independent if

Pr(X = x ,Y = y)
Pr(X = x)

= Pr(Y = y)

Pr(X = x ,Y = y) = Pr(X = x)Pr(Y = y)

● aat is, the joint distribution of two independent
random variables is the product of theirmarginal
distributions.
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Covariance and Correlation
Covariance:
● Onemeasure of the extent to which two random
variablesmove together is their covariance.

Cov(X ,Y) ≡ σXY
= E [(X − µX)(Y − µY)]

=
l
∑
i=1

k
∑
j=1
(xi − µx) (y j − µY)Pr (X = xi ,Y = y j)
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Correlation
● ae correlation is an alternativemeasure of
dependence between X and Y that solves the
“unit" problem of covariance.

Corr(X ,Y) = Cov(X ,Y)
√

Var(X)Var(Y)
=

σXY
σXσY

● ae random variables X and Y are said to be
uncorrelated if Corr(X ,Y) = 0.
● ae correlation is always between -1 and 1.
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Correlation and Conditional Mean
● If the conditional mean of Y does not depend on

X, then Y and X are uncorrelated. aat is,

if E(Y ∣X) = µY , then Cov(Y , X) = 0,
Corr(Y , X) = 0,

because
Cov(Y , X) = E(YX) − µYµX

= E(E(Y ∣X)X) − µYµX

= E(X)E(Y ∣X) − µYµX=0
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● It is not necessarily true, however, that if X and Y
are uncorrelated, then the conditional mean of Y
given X does not depend on X. (Exercise 2.23)
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aeMean and Variance of Sums of Random Variables

E(X + Y) = E(X) +E(Y) = µX + µY
Var(X + Y) = Var(X) +Var(Y) + 2Cov(X ,Y)

= σ2X + σ
2
Y + 2σXY
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Normal, Chi-Squared, Fm,∞, and t Distributions

aeNormalDistribution
ae probability density function of a normal distributed
random variable (the normal p.d.f.) is

fY(y) =
1

√
2πσY

exp [−
1
2
(
y − µY
σY
)
2
]

where exp(x) is the exponential function of x.
ae factor 1

σY
√

2π ensures that

Pr(−∞ ≤ Y ≤∞) = ∫
∞

−∞

fY(y) dy = 1
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ae normal distribution with mean µ and variance σ 2

is expressed as N(µ, σ 2).
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● ae standard normal distribution is the normal
distribution with mean µ = 0 and variance σ 2 = 1
and is denoted as N(0, 1).
● ae standard normal distribution is o�en denoted
by Z and its cumulative distribution function is
denoted by Φ. Accordingly, Pr(Z ≤ c) = Φ(c),
where c is a constant.
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ae bivariate normal distribution
ae bivariate normal p.d.f. for the two random
variables X and Y is

gX ,Y(x , γ)

=
1

2πσXσY
√
1 − ρ2XY

× exp{
1

−2(1 − ρ2XY)
[(

x − µX
σX
)
2
− 2ρXY (

x − µX
σX
)

(
γ − µY
σY
) + (

γ − µY
σY
)
2
]}

where ρXY is the correlation between X and Y .
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Important properties for normal distribution:

1. If X and Y have a bivariate normal distribution with
covariance σXY , and if a and b are two constants, then

aX + bY ∼ N(aµX + bµY , a2σ2X + b
2σ2Y + 2abσXY)

2. aemarginal distribution of each of the two variables is
normal. ais follows by setting a = 1, b = 0 in 1.

3. If σXY = 0, then X and Y are independent.
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ae Chi-squared distribution
● ae Chi-squared distribution is the distribution
of the sum of m squared independent standard
normal random variables.
● ae distribution depends on m, which is called the
degrees of freedom of the chi-squared distribution.
● A chi-squared distribution with m degrees of
freedom is denoted χ2m.
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ae Student t Distribution
● ae Student t distribution with m degrees of
freedom is deûned to be the distribution of the
ratio of a standard normal random variable,
divided by the square root of an independently
distributed chi-squared random variable with m
degrees of freedom divided by m.
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● aat is, let Z be a standard normal random
variable, letW be a random variable with a
chi-squared distribution with m degrees of
freedom, and let Z andW be independently
distributed. aen

Z
√

W
m

∼ tm

● When m is 30 ormore, the Student t distribution
is well approximated by the standard normal
distribution, and the t∞ distribution equals the
standard normal distribution Z.
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F distribution
● Fm,n =

χ2m/m
χ2n/n

, where χ2m and χ2n are independent.
● When n is∞, χ2n/n ≃ 1.
● ae Fm,∞ distribution is the distribution of a
random variable with a chi-squared distribution
with m degrees of freedom, divided by m.
● Equivalently, the Fm,∞ distribution is the
distribution of the average of m squared standard
normal random variables.
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Random Sampling and the Distribution
of the Sample Average

● Almost all the statistical and econometric
procedures used in this course invlove averages or
weighted averages of a sample of data.
● ae act of random sampling— randomly drawing
a sample from a larger population— has the eòect
ofmaking the sample average itself a random
variable that has a probability distribution called
sampling distribution.
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Random Sampling
● Simple random sampling is the simplest
sampling scheme in which n objects are selected at
random from a population and each member of
the population is equally likely to be included in
the sample.
● Since themembers of the population included in
the sample are selected at random, the values of
the observations Y1,⋯,Yn are themselves random.
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● Because Y1,⋯,Yn are randomly drawn from the
same population, themarginal distribution of Yi is
the same for each i = 1,⋯, n. Y1,⋯,Yn are said to
be identically distributed.
● When Y1,⋯,Yn are drawn from the same
distribution and are indepently distributed, they
are said to be independently and identically
distributed, or i.i.d.
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ae Sampling Distribution of the Sample Average
● ae sample average of the n observations Y1,⋯,Yn

is

Ȳ =
1
n
(Y1 +⋯,Yn) =

1
n

n

∑
i=1

Yi

● Because Y1,⋯,Yn are random, their average, Ȳ , is
random and has a probability distribution.
● ae distribution of Ȳ is called the sampling
distribution of Ȳ .
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Mean and Variance of Ȳ
Suppose Y1,⋯,Yn are i.i.d. and let µY and σ 2

Y denote
themean and variance of Yi . aen

E(Ȳ) = 1
n

n
∑
i=1

E(Yi) = µY

Var(Ȳ) = Var( 1
n

n
∑
i=1

Yi)

=
1
n2

n
∑
i=1

Var(Yi) +
1
n2

n
∑
i=1

n
∑

j=1, j≠i
Cov(Yi ,Yj)

=
σ2Y
n
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Large-Sample Approximations to
Sampling Distributions

aere are two approaches to characterizing sample
distributions.
● Exact distribution, or ûnite sample distribution
when the distribution of Y is known.
● Asymptotic distribution, large-sample (大樣本)
approximation to the sampling distribution.
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Law of Large Numbers and Consistency
● ae law of large numbers (大數法則) states that,
under general conditions, Ȳ will be near µY with
very high probability when n is large.
● ae property that Ȳ is near µY with increasing
probability as n increases is called convergence in
probability, or consistency.
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● ae law of large numbers states that, under certain
conditions, Ȳ converges in probability to µY , or, Ȳ
is consistent for µY .

ae conditions for the law of large numbers are
● Yi , i = 1,⋯, n, are i.i.d.
● ae variance of Yi , σ 2

Y , is ûnite.
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Formal deûnitions of consistency and law of large numbers
Consistency and convergency in probability.

● Let S1, S2,⋯, Sn ,⋯ be a sequence of random variables. For
example, Sn could be the sample average Ȳ of a sample of n
observations of the randome variable Y .

● ae sequence of randome variables {Sn} is said to converge
in probability to a limit, µ, if the probability that Sn is
within ±δ of µ tends to one as n →∞, as long as the constant
δ is positive.
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● aat is,

Sn
p
→ µ if and only if Pr [∣Sn − µ∣ ≥ δ]→ 0

as n →∞ for every δ > 0.

● If Sn
p
→ µ, then Sn is said to be a consistent

estimator of µ.
● ae law of large numbers.
If Y1,⋯,Yn are i.i.d., E(Yi) = µY and Var(Yi) <∞,
then

Ȳ
p
→ µY
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ae Central Limit aeorem
● ae central limit theorem says that, under
general conditions, the distribution of Ȳ is well
approximated by a normal distribution when n is
large.
● Since themean of Ȳ is µY and its variance if
σ 2
Ȳ =

σ2Y
n , when n is large the distribution of Ȳ is

approximately N(µY , σ 2
Ȳ).

● Accordingly, Ȳ−µYσȲ
is well approximated by the

standard normal distribution N(0, 1).
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Convergence inDistribution
● Let F1,⋯, Fn ,⋯ be a sequence of cumulative
distribution functions corresponding to a
sequence of random variables, S1,⋯, Sn ,⋯.
● aen the sequence of random variables Sn is said
to converge in distribution to S (denoted as
Sn

d
→ S) if the distribution functions {Fn}

converge to F.
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● aat is,

Sn
d
→ S if and only if lim

n→∞
Fn(t) = F(t),

where the limit holds at all points t at which the
limiting distribution F is continuous.
● ae distribution F is called the asymptotic
distribution of Sn.
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ae central limit theorem
If Y1,⋯,Yn are i .i .d . and 0 < σ 2

Y <∞, then

√
n(Ȳ − µY)

d
→ N(0, σ 2

Y)

In other words, the asymptotic distribution of

√
n
Ȳ − µY
σY

=
Ȳ − µY

σY√
n
=
Ȳ − µY
σȲ

is N(0, 1).
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Slutsky’s theorem
● Slutsky’s theorem combines consistency and
convergence in distribution.

● Suppose that an
p
→ a, where a is a constant, and

Sn
d
→ S. aen

an + Sn
d
→ a + S ,

anSn
d
→ aS ,

Sn/an
d
→ S/a, if a ≠ 0
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Continuousmapping theorem
If g is a continuous function, then

● if Sn
p
→ a, then g(Sn)

p
→ g(a), and

● if Sn
d
→ S, then g(Sn)

d
→ g(S).
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But, how large of n is “large enough?"
● ae answer is: it depends on the distribution of
the underlying Yi thatmake up the average.
● At one extreme, if the Yi are themselves normally
distributed, then Ȳ is exactly normally distributed
for all n.
● In contrast, when Yi is far from normally
distributed, then this approximation can require
n = 30 or even more.
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Example: A skewed distribution.
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