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Outline: Estimating Learning (Econometrics, Ch. 18)

1. Directional Learning (DL): Selten and Stoecker (1986)

2. Reinforcement Learning (RL)

3. Belief Learning (BL)

4. EWA Learning: Camerer and Ho (ECMA 1999)
 Experience-Weighted Attraction – a Hybrid of RL and BL
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Directional Learning Theory: Selten and Stoecker (1986)

 Subjects adjust their behavior in response to previous 
outcome
 Finitely Repeated Prisoner’s Dilemma (PD)

 SPE: Always Defect

 Stylized Facts
 Tacit Cooperation Until Close to End

 Want to Defect 1st (then Keep Defect)

 Decision: Which Round to Defect

C D

2, 2 0, 3C

3, 0 1, 1D
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Directional Learning Theory: Selten and Stoecker (1986)

 Play N Supergames with a different opponent each time
 Adjust next intended deviation period:

 If Deviated First:
 May gain if deviated later

 If Deviated Later:
 May gain if deviate early

 If Deviate in the Same Round:
 May gain if deviate 1 period earlier

C D

2, 2 0, 3C

3, 0 1, 1D
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The Data: Table B1 of Selten and Stoecker (1986)
 n=35 subjects play 25 supergames (of 10-round PD)
 Play the same opponent within 10 rounds of PD, but

 Randomly rematch in between: 

 Intended Deviation Period of each supergame: self
 self/other = 1-10 (period)

 self/other = 11 (later than opponent, but unobserved)

 self/other = 12 (never deviate)

 Deviate before/same/after their opponent
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Simple Linear Regression
 Predict difference in self with before/same/after
 d.self - Difference in self
 l.before - Lagged before
 l.same - Lagged same
 l.after - Lagged after

 STATA Command:

No constant term
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Results

Players deviate 0.61 periods earlier if after

Players deviate 0.36 periods later if before

Players deviate 
0.16 periods 
earlier if same
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Pursue-Evade Game (Rosenthal et al. 2003)

 Data: 100 pairs of 50 rounds

 Payoff Table 

 Player 1 - Pursuer: L (left) or R (right)
 y1 = 0 if Pursuer choose L; y1 = 1 if Pursuer choose R

 Player 2 - Evader: L (left) or R (right)
 y2 = 0 if Evader choose L; y2 = 1 if Evader choose R

L R

L 1, -1 0, 0

R 0, 0 2, -2
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Pursue-Evade Game (Rosenthal et al. 2003)

 Two Players: i = 1, 2

 Rounds: t = 1, 2,…,T = 50

 Two Actions: si
0 = L, si

1 = R

 Relabel as Actions j = 0 (L) and j = 1 (R)

 Strategy of Players i in round t is si(t)

 Strategy of Players –i in round t is s–i(t)

 Players i’s Payoff in round t is πi(si(t), s–i(t))

L R

L 1, -1 0, 0

R 0, 0 2, -2
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Learning

 Attraction to action j = 0, 1 after round t is A
i
j(t)

 Initial Attractions to action j = 0, 1 is A
i
j(0)

 Normalize one of initial attractions to 0 for each player

 Choice Probability obtained by logistic transformation

Irrelevant (λ = 0)  

Important (λ large) 

 i = 1, 2; j = 0, 1; t = 1, 2,…,T; λ = Sensitivity to attractions
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Reinforcement Learning (RL): Erev and Roth (1998)

 Update attractions in response to previous payoffs
 Choices "reinforced" only by previous payoffs

 i = 1, 2; j = 0, 1; t = 1, 2,…,T

 Recency parameter:

 ϕ = 0: Only most recent payoff is remembered

 ϕ = 1: All past payoffs have equal weight



Estimating Learning2024/4/23 Joseph Tao-yi Wang

Reinforcement Learning (RL): Erev and Roth (1998)
 Normalize Initial Attractions A

1
1(0) = 0, A

2
1(0) = 0

 Estimate Initial Attractions A
1
0(0), A

2
0(0), as well as

 Recency parameter ϕ and Sensitivity parameter λ
 In STATA using Maximum Likelihood

 (See code in package)
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Recency ϕ far from 1: Forget past quickly, significant

Sensitivity λ > 0: Attractions matter, significant

A
1
0(0) > 0: Pursuers start at L, not significant

Results of Reinforcement Learning (RL)

A
2
0(0) < 0: Evaders start at R, significant
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Simple Belief Learning (RL): Cournot Learning

 Attractions increase by action corresponding payoffs 
given opponent actions
 BR to opponent action in previous round

 i = 1, 2; j = 0, 1; t = 1, 2,…,T

 Normalize Initial Attractions A
1
1(0) = 0, A

2
1(0) = 0

 Only need to estimate Initial Attractions A
1
0(0), A

2
0(0) and λ

using Maximum Likelihood (Too simple?!)
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Belief Learning (RL): Standard Fictitious Play

 Attractions is action-corresponding average payoffs
 Counting cards and BR to opponent actions from all rounds

 All Initial Attractions are zero: , j = 0, 1

…,
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Belief Learning (RL): Experience Weight

 Express attractions based on Experience N(t)
 Observation Equivalents: Experience accumulated up to t

 Initial Experience is zero: N(0) = 0

 Iteratively define N(t) = N(t – 1) + 1, t = 1,…,T

 All Initial Attractions are zero: , j = 0, 1

 Iteratively define (for j = 0, 1; t = 1,…,T )

 Special Case of N(t) = t is Standard Fictitious Play!
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Belief Learning (RL): Weighted Fictitious Play

 Another Special Case is Weighted Fictitious Play 

 With Recency parameter ϕ

 Initial Experience is zero: N(0) = 0

 Iteratively define N(t) = ϕN(t – 1) + 1, t = 1,…,T

 All Initial Attractions are zero: , j = 0, 1

 Iteratively define (for j = 0, 1; t = 1,…,T )

 Weights are 1, ϕ, ϕ2, ϕ3, etc.
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Belief Learning (RL): Weighted Fictitious Play

 Attractions is action-corresponding average payoffs
weighted by recency (exponentially discounted)

 All Initial Attractions are zero: , j = 0, 1

, etc.
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Belief Learning (RL): Weighted Fictitious Play

 In general, initial attractions and N(0) need not be zero
 Normalize Initial Attractions A

1
1(0) = 0, A

2
1(0) = 0

 And:

 Estimate Initial Attractions A
1
0(0), A

2
0(0), N(0) as well 

as Recency parameter ϕ and Sensitivity parameter λ
 In STATA using Maximum Likelihood (See code in package)

 Standard Fictitious Play if ϕ = 1

 Cournot Learning if ϕ = 0
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Recency ϕ away from 0 and 1: Neither Cournot nor standard fictitious play

Sensitivity λ > 0: Attractions matter, significant

A0
1(0) > 0: Pursuers start at L, significant

Results of Belief Learning (Weighted Fictitious Play)

A0
2(0) < 0: Evaders start at R, significant

Start with 0.5 observation equivalents of experience


	預設章節
	投影片 1
	投影片 2: Outline: Estimating Learning (Econometrics, Ch. 18)

	Directional Learning
	投影片 3: Directional Learning Theory: Selten and Stoecker (1986)
	投影片 4: Directional Learning Theory: Selten and Stoecker (1986)
	投影片 5: The Data: Table B1 of Selten and Stoecker (1986)
	投影片 6: Simple Linear Regression
	投影片 7: Results

	Pursue-Evade Game
	投影片 8: Pursue-Evade Game (Rosenthal et al. 2003)
	投影片 9: Pursue-Evade Game (Rosenthal et al. 2003)
	投影片 10: Learning

	Reinforcement (RL)
	投影片 11: Reinforcement Learning (RL): Erev and Roth (1998)
	投影片 12: Reinforcement Learning (RL): Erev and Roth (1998)
	投影片 13: Results of Reinforcement Learning (RL)

	Belief Learning (BL)
	投影片 14: Simple Belief Learning (RL): Cournot Learning
	投影片 15: Belief Learning (RL): Standard Fictitious Play
	投影片 16: Belief Learning (RL): Experience Weight
	投影片 17: Belief Learning (RL): Weighted Fictitious Play
	投影片 18: Belief Learning (RL): Weighted Fictitious Play
	投影片 19: Belief Learning (RL): Weighted Fictitious Play
	投影片 20: Results of Belief Learning (Weighted Fictitious Play)


