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Part I: Mixture of Two Normal Distributions
第一部分: 混入兩個常態分配

Joseph Tao-yi Wang (王道一)
EEBGT, Experimetrics Module 6
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Mixture of Two Normal Distributions

 Data (N=1,000)

 STATA Command:

 STATA Results:
 2 Types of Subjects?

 Mean at 3 and 6?
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 Type 1: Mixing Proportion

 Choose

 Type 2: Mixing Proportion

 Choose

 Marginal Density (Likelihood):

Mixture of Two Normal Distributions
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 Estimate                    to max.

 Sample log-Likelihood: 
 (for y1, y2, … , yn)

 Calculate Posterior Probability:

Mixture of Two Normal Distributions
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 mu1,mu2,sig1,sig2,p:

 f1:

 f2:

 logl:

 postp1:

 postp2:

STATA Code: Components of Log-Likelihood
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STATA Code: Components of Log-Likelihood

Global Variable: y
Local Variable: ‘mu1’,‘sig1’,…
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STATA Code: Components of Log-Likelihood

Save postp1, postp2 with STATA 
mata command putmata for later use
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STATA: Mixture of Two Normal Distributions

 STATA 
Code: Assign Initial Values by Plotting hist y, 

or Using Results From Linear Regressions
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 STATA 
Results:

STATA: Mixture of Two Normal Distributions

Population has 
64.9% from 
N(2.98, 1.022)
35.1% from 
N(5.95, 0.982)
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STATA: Mixture of Two Normal Distributions

 STATA Code:

Retrieve Temporary Variables postp1, postp2
with STATA mata command getmata

Plot Posterior Probability vs. y
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STATA: Mixture of Two Normal Distributions

 STATA 
Results:

y < 3: Distribution 1 y > 6: Distribution 2

y =4.70: 50-50
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Finite Mixture Model STATA Command: fmm

 STATA 
Results: Model of Each Type: Regress on Intercept2 Types
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Finite Mixture Model STATA Command: fmm

 STATA 
Results: Model of Each Type: Regress on Intercept2 Types
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Finite Mixture Model STATA Command: fmm

 STATA 
Results: Model of Each Type: Regress on Intercept2 Types
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Finite Mixture Model STATA Command: fmm

 STATA 
Results: Model of Each Type: Regress on Intercept2 Types
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Finite Mixture Model STATA Command: fmm

 STATA 
Results: Model of Each Type: Regress on Intercept2 Types

Results Similar to 
MLE estimation!!

predict yields 
the same 
posterior type 
probabilities!!
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Part II: A Level-k Model For 
The Beauty Contest Game

第二部分: 選美預測賽局的多層次認知模型

Joseph Tao-yi Wang (王道一)
EEBGT, Experimetrics Module 6
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The p-Beauty Contest Game: Nagel (1995)
 Choose a whole 
number in 0-100

 Number Closest to 
“p=2/3 of the 
Average” wins
 Simulated Data of 
N=500 Players:

Modes at 33, 22 and 0



2024/4/16 Heterogeneity: Finite Mixture Models Joseph Tao-yi Wang

A Level-k Model For the Beauty Contest Game
 Level-0 Reasoners Choose Randomly from Unif[0,100] 

 Level-1 Believe Others are Level-0 and Choose 33
 Mean Guess = 50 and 50 x (2/3) = 33.333

 Level-2 Believe Others are Level-1 and Choose 22
 Mean Guess = 33 and 33 x (2/3) = 22

 Level-3 Believe Others are Level-2 and Choose 15
 Mean Guess = 22 and 22 x (2/3) = 14.667

 Level-4 Believe Others are Level-3 and Choose 10, etc.
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A Level-k Model For the Beauty Contest Game
 If All Subjects Believe Others are Level-K,  
 All Guess 0 and Have Equal Chance to Win

 Same as Nash Equilibrium!
 But real subjects do NOT play Nash (at least initially)

 To Estimate the Level-k Model:
 Assume the Maximum Level = J

 Let Level-J = naive-Nash (Choose Nash)

 Let Level-0 choose randomly from uniform distribution
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 Level-j Chooses:
 Where (j = 1,…,J )

 Conditional Density Functions:
 Level-0:

 Level-j: (j = 1,…,J )

 Sample Log-Likelihood:
 For yi, i = 1,…,n:

 Mixture (p0,p1,…, pJ)

Estimating the Level-k Model
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 J = 5
 STATA: Maximized 

Log-Likelihood 

 Best Guesses:
 y1* = 33.5

 y2* = 22.4

 y3* = 15.0

 y4* = 10.1

 y5* = 0 (Naïve Nash)

Estimating the Level-k Model
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 J = 5
 STATA: Maximized 

Log-Likelihood

 Best Guesses:
 y1* = 33.5

 y2* = 22.4

 y3* = 15.0

 y4* = 10.1

 y5* = 0 (Naïve Nash)

Estimating the Level-k Model
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Estimating the Level-k Model
 Estimate
p1, p2, p3, 
p4, p5, σ
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Estimating the Level-k Model

 STATA 
Results:

40% are Level-1,
11% are Level-2,
9% are Level-3
(5% Naïve Nash)
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Estimating the Level-k Model
 Estimate
p1, p2, p3, 
p4, p5, σ

Use Delta Method to obtain p0

30% are Level-0
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Estimating the Level-k Model
 Estimate
p1, p2, p3, 
p4, p5, σ

Plot Posterior 
Type Probabilities

Guess > 40 has 
Pr(Level-0) = 1 

Guess ≈33 has 
Pr(Level-1) > 0.9

Guess ≈22 has Pr(Level-2) > 0.85

Guess ≈15 has Pr(Level-3) > 0.8

Guess ≈10 has Pr(Level-4) > 0.7

Guess ≈0 has 
Pr(Nash) > 0.75
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Estimating the Level-k Model
 Estimate
p1, p2, p3, 
p4, p5, σ

Plot Posterior 
Type Probabilities

Average Guess = 32.5, 
Winning Guess = 22
has Pr(Level-2) = 0.86

Guess in (0,10) has 
Pr(Level-0) > 0.7 
(Level-5,6… Types 
Here? Need J > 5!)
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Part II-plus: The Cognitive Hierarchy Model
第二部分加碼: 認知階層模型

Joseph Tao-yi Wang (王道一)
EEBGT, Experimetrics Module 6
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The Cognitive Hierarchy (CH) Model
 Level-k model: Believe others exactly 1 level below themselves

 The Cognitive Hierarchy Model: Camerer (2003, 2004)
 Population distribution over reasoning levels: Poisson(τ)

 Type k believes others are Type 0, 1, …, (k–1) with (upper)
Truncated Poisson(τ):
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Cognitive Hierarchy Model of the Beauty Contest Game
 Type 1 Believe Others are Type 0 and Choose:

 b1 = (2/3)[50] = 33.3 as Type 0 Choose from Uniform[0,100] 

 Type 2 Believe Others are Type 0 or 1 and Choose:

 b2 = (2/3)[50p2(0) + b1p2(1)]

 Type 3 Believe Others are Types 0, 1 or 2 and Choose:

 b3 = (2/3)[50p3(0) + b1p3(1) + b2p3(2)]

 Type 4 Believe Others are Type 0, 1, 2 or 3 and Choose:

 b4 = (2/3)[50p4(0) + b1p4(1) + b2p4(2) + b3p4(3)]
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Cognitive Hierarchy Model of the Beauty Contest Game
 Type K has accurate beliefs about the society as  
 Not Nash (in general)!

 Converges to SOPH if type distribution is indeed Poisson

 To Estimate the Cognitive Hierarchy Model:
 Define Choice of each Type recursively

 Assume Maximum Reasoning Levels = 4 for practical purposes

 Let Type 5 be Naïve Nash and Choose: b5 = 0 
 Let Level-0 choose randomly from uniform distribution

First let’s simulate some CH data
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 STATA: Simulate
Simulating CH Data

1. Error σ = 2

2. Poisson τ = 2
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Simulating CH Data
 STATA: Simulate

 σ = 2, τ = 2

 Type Predictions:
 b0 = 50

 b1 =[50](2/3) = 33

 b2 =[50p2(0) + b1p2(1)](2/3)

 b3 =[50p3(0) + b1p3(1) + b2p3(2)](2/3); b5=0 (Naïve Nash)

 b4 =[50p4(0) + b1p4(1) + b2p4(2)+ b3p4(3)](2/3)
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Simulated Data for the p-Beauty Contest Game
 Very few guesses 
below 20 (except 0)
 Because most people 

have type = 0, 1, 2, 3

 Best guess converges 
to a lower bound
 Here, lower bound = 20

 Guesses < 20 can only 
be explain by type 0!
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 Type j : , j = 1,…,J = 5
 Conditional Density Functions:

 Level-0:

 Level-j: (j = 1,…,J )

 Sample Log-Likelihood with Mixture p(0), p(1),…, p(5):
 For yi, i = 1,…,n:

 Error 

 p(k): Poisson()

Estimating the Cognitive Hierarchy Model
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Estimating CH
 STATA Code to 
estimate:
1. computational 

error parameter σ

2. Poisson mean τ
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Estimating CH
 STATA Code to estimate:

1. computational error parameter σ

2. Poisson mean τ
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Estimating CH

 STATA Code to 
estimate:
1. computational 

error parameter σ

2. Poisson mean τ
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Estimating the Cognitive Hierarchy Model
 Computational error parameter σ = 1.998

 Poisson mean τ = 2.028 (instead of type probabilities)



2024/4/16 Heterogeneity: Finite Mixture Models Joseph Tao-yi Wang

Estimating CH

 Ploting posterior 
type probabilities

Guess ≈0 has 
Pr(Type 5) = 90% 

Guess 20-40 has 
Pr(Type 1-4) = 
60-90%

Guess > 40 has Pr(Type 0) 
= 100%, as well as 10-15 
(These are winning guesses 
low τ CH cannot capture!)
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Part III: A Public Goods Game Experiment
第三部分: 公共財自願捐獻賽局實驗

Joseph Tao-yi Wang (王道一)
EEBGT, Experimetrics Module 6
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Public Goods Game Experiment
 n (= 7) Subjects per group with endowment ei (= 10) 

 Contribute to Public Account (or keep in Private Account)

 MPCR = k/n : Public Account multiplied by k, but divided 
equally between all n members

 Doubly Censored Data: Contribute between 0 and ei

 Use Two-Limit Tobit Model (Nelson, 1976)

 Unique Nash Equilibrium: Zero Contribution
 Experimental Data: Some positive contributions

 Bardsley (2000): Uncover Motivations Behind Them
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Bardsley (2000): Why Contribution Decreases?
1. Learning to be Rational (learn incentive structure)

2. Social Learning (learn about others' behavior)

 Bardsley (2000): Conditional Information Lottery (CIL)
 Play 1 Real Round mixed with 19 Fake Rounds against 

Computer, but only pay the real round 

Subjects treat each round as real, but past rounds are 
not informative: They are fake if this round is real!

 Bardsley (2000): Take Turns to Contribute
 See Previous Contributions Before Contributing
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Bardsley (2000): Take Turns to Contribute
 See Previous Contributions Before Contributing

 Use Mixture Model to Address Different Motivations:

1. Reciprocator (Depends on Previous Contributions)
 Contributes if Median of Previous Contribution is High

2. Strategist (Depends on Position in Sequence)
 Contributes to Induce Later Contributions

3. Free-Rider
 Contributes 0 Regardless
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The Data

 Data (n=98)

 STATA 
Command:

 Results: 
 Do it to all panel data to catch Between-Subject Heterogeneity

Altruistic

Free-Riders
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The Data
 Data (n=98)

 STATA Command:

 Results: 
 Many censored at 0

 Some censored at 10

 Mean = 2.711

 Median = 1.0
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The Data
 Data (n=98)

 STATA Command:

 Results: 
 Identify Free Riders

 14.3% always give 0

 24.5% mostly give 0 
in 16 out of 20 rounds
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The Data

 Contribute more if:
1. Higher MED (Median of 

Previous Contribution)

2. Earlier Order in Sequence

3. Earlier Task Number

All Monotonic/Linear!

After we 
Exclude 24 
Free-Riders
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 Bardsley and Moffatt (2007)

 Observe n Subjects for T tasks
 Either Reciprocator, Strategist and Free-Rider for all T tasks

 Subject i contributes yit in task t between 0 and 10

 2-Limit Tobit Model for Reciprocator and Strategist:
(Regime 1: No Contribution At All)

(Regime 2: Contribute b/w 0-10)

(Regime 3: Full Contribution of 10)

Finite Mixture 2-Limit Tobit Model with Tremble

Actual

Desired
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 Desired Contribution of Subjects i = 1-n in tasks t = 1-T are

 Reciprocator (rec)

 Strategist (str)

 Free-Rider (fr): None

Finite Mixture 2-Limit Tobit Model with Tremble

Median of Previous Contributions

>0 for Reciprocity

Decision Order

<0 for Strategic Behavior

Task Number (1-30)

<0: Learning

Minus 1

Desired

DesiredE(Contribution | 
Task 1, Order 1)
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 Prior Expectation of Others’ Contribution
 Set MED = 8.00 if ORD = 1 (trial-and-error to max. log-L)

 Mistakes (Moffatt and Peters, 2001): Tremble 
 Decreasing magnitude over time

 Initial tremble probability      vs. rate of decay 

 Regime 1 (y = 0)

 Regime 2 (0 < y < 10)

 Regime 3 (y = 10)

Finite Mixture 2-Limit Tobit Model with Tremble
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 Regime 1 (y = 0):






Finite Mixture 2-Limit Tobit Model with Tremble

Tremble: 0-10 with Equal Chance
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 Regime 2 (0 < y < 10):






Finite Mixture 2-Limit Tobit Model with Tremble

Tremble: Uniform[-0.5, 10.5]
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 Regime 3 (y = 10):






Finite Mixture 2-Limit Tobit Model with Tremble

Tremble: 0-10 with Equal Chance
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 Likelihood Function is Li

 maximize 
(Sample Log-Likelihood)

Finite Mixture 2-Limit Tobit Model with Tremble
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 p1_1,p2_1,p3_1:

 p1_2,p2_2,p3_2:

 p1_3,p2_3,p3_3:

 p1:

 p2:

 p3:

STATA Code: Components of Log-Likelihood
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 pp1:

 pp2:

 pp3:

STATA Code: Components of Log-Likelihood
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 theta1: 

 theta2:

 sig1,sig2,w0,w1,w:

 p_rec,p_str,p_fr:

 pp,lnpp:

 postp1:

 postp2:

 postp3:

STATA Code: Components of Log-Likelihood
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STATA Code: Finite Mixture 2-Limit Tobit Model 

Local Variable: ‘theta1’,‘b’,…
vs. Global Variable: tsk_1 (below)
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STATA Code: Finite Mixture 2-Limit Tobit Model

Local Variable: ‘theta1’,‘b’,…
vs. Global Variable: tsk_1 (below)
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STATA Code: Finite Mixture 2-Limit Tobit Model 

Local Variable: ‘theta1’,‘b’,…
vs. Global Variable: tsk_1
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STATA Code: Finite Mixture 2-Limit Tobit Model 

Sum ln(p1) instead of product

Use “1e-12” if close to 0 to 
avoid negative infinity at ln(0)



2024/4/16 Heterogeneity: Finite Mixture Models Joseph Tao-yi Wang

STATA Code: Finite Mixture 2-Limit Tobit Model 

Data: bardsley.dta



2024/4/16 Heterogeneity: Finite Mixture Models Joseph Tao-yi Wang

STATA Code: Finite Mixture 2-Limit Tobit Model 

Prior Expectation of 
Others’ Contribution

To make Constant = E(Contribution | Task 1, Order 1)

Set MED = 8 if ORD = 1 (trial-and-error to max. log-L)
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STATA Code: Finite Mixture 2-Limit Tobit Model 

Cannot use lf since mixture model has non-linear log-L

Use D-Family: d0 requires only log-L 
(d1/d2 requires analytical derivatives of log-L)

Derive p3 using the Delta Method!
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Finite Mixture 2-Limit Tobit Model with Tremble

 STATA 
Results:
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 Reciprocator (rec)

 Strategist (str)

Finite Mixture 2-Limit Tobit Model with Tremble

>0 & <1 for Biased Reciprocity

<0 for Strategic Behavior: First mover 
contribute 5.3, Last (ORD=7) contribute 0

<0: Learning

Slower than Reciprocators
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Finite Mixture 2-Limit Tobit Model with Tremble

 STATA 
Results:



2024/4/16 Heterogeneity: Finite Mixture Models Joseph Tao-yi Wang

STATA Code: Finite Mixture 2-Limit Tobit Model 

Plot posterior probabilities (with tremble)



2024/4/16 Heterogeneity: Finite Mixture Models Joseph Tao-yi Wang

STATA Code: Finite Mixture 2-Limit Tobit Model 

Estimate Restricted Model (without tremble)
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STATA Code: Finite Mixture 2-Limit Tobit Model 

Likelihood Ratio Test (with/without tremble)
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Finite Mixture 2-Limit Tobit Model with Tremble

 STATA 
Results:

24.5% mostly give 0 in 
16 out of 20 rounds vs. 
14.3% always give 0
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Posterior Type Probabilities
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Posterior Type Probabilities

 STATA 
Results:

6-14(or 6-19) 
are Strategists

# of Tasks contributing 0

Few In-between
0-5 are 
Mixture of 
Strategists and 
Reciprocators

16-20 
(Tremble) 
vs. All 20 
(No Tremble)
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Conclusion: Finite Mixture Model
 Mixture Model accounts for Types in the Population
 Infinite Mixture Model = Random Coefficient Model

 How it Works?
 Economic Theory Predicts and Name Various Types

 Construct Parametric Model for Behavior of Each Type

 Estimated Using Population Data to Obtain:

Mixing Proportions and Parameters of Each Type

 Individual Posterior Probability of being a Type
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