There are eight problems 1 ~ 8 in total; some problems contain sub-problems,
indexed by (a), (b), etc.

In the following, all vector spaces are assumed to be finite dimensional. For any A = (a;;) €
M, (C), the adjoint A* = (b;;) of A is defines by letting b;; = aj;.

If (V,(,)) is an inner product space, the norm ||z|| of x € V is defined by \/{(x, z); denote
r Ly if (x,y) = 0; for a subset S of V, define S+ = {v €V |(v,s) =0Vs € S}.

1. [15%] Let V be an inner product space. Prove the following.

(a) For any z,y € V, we have
lz +ylI? + llz = ylI* = 2ll=]|* + 2l|y]*.

(b) Let z,y € V. Then [{(x,y)| = ||z| - ||y|| if and only if one of x or y is a multiple of the
other.

2. [30%] Let V' be an inner product space and W; and Ws be two subspaces of V. Show that
(a) (Wit)*t =Wy
(b) (Wi + Wa)t = Wi n Wi
(c) (Wi NWa)t = Wi+ Wi

3. [10%] Let V be an inner product space and T' € L(V). Prove that a subspace W of V is
T-invariant if and only if W+ is T*-invariant. (Here T* denotes the adjoint of T'.)

4. [10%)] Find an orthogonal matrix whose first row is (3, 2, 2).

5. [20%] Recall that two square matrices A, B € M, (C) are called unitarily similar if there
exists an unitary @ € M, (C) such that Q*AQ = B.

(a) Suppose A, B € M,(C) are normal. Show that A and B are unitarily similar if and
only if A and B have the same characteristic polynomial.

(b) Let A € M,(C). Show that A*A and AA* are unitarily similar.

6. [10%] Let A € M, (R) be a symmetric matrix. Suppose A" = I for some positive integer
r. Show that A% = I.

7. [20%] Let V be a vector space over F' and H : V x V' — F a bilinear form. Suppose H is
alternating (i.e., H(v,v) =0 for all v € V).

(a) Show that H(v,w) = —H(w,v) for all v,w € V.
(b) Show that there exists a basis
/8 = {vhwlv'” y Vg, Wa, U1,y - ,Ub}
of V' such that
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H(Ui,vj) = H(wi,wj) = H(ui,uj) = H(ui,vj) = H(ui,wj) =0.

and

. . 1
(That is, the matrix representation ¢g(H) is a direct sum of some copies of < _01 0 )

corresponding to {v;, w;} and copies of zeros corresponding to {u;}.)



8. [30%] Recall that a symmetric matrix A € M, (R) is called positive definite if v'Av > 0
for any non-zero column vector v € R"; it is called positive semi-definite if v!Av > 0 for
all v € R™.

Now let A = (az-j) € Mn(R) be symmetric. Define A, = (aij)lgm'ST € MT(R) and
A, =detA, for1 <r <n.

(a) Suppose that A, # 0 for all » = 1,2,--- ,n. Show that there exist independent

column vectors vy, -+ ,v, € R™ such that
Aq i=j=1
vavj: AT/AT_1 t=73=r>1
0 i g
(If you don’t know how to solve this, try the case A = < Z i ) for partial credit.)

(b) Show that A is positive definite if and only if A, > 0 for all 1 <7 < n. (You should
not use (a) if you don’t know how to prove it. Again try n = 2 case for partial credit.)

(c) Give an explicit example of symmetric A € M,,(R) such that A, > 0foralll1 <r <mn
but A is not positive semi-definite. Remember to justify your answer.



