1. Let B = {e1,ea} or {ey, e, e3} be the standard basis of R? or R3.

(a) We have
0 if¢e=1
P(ei)_{ e; ifi=2,3.
Thus
0 00
[Pls={0 10
0 0 1
(b) We have
. l 571' \/g
o COSS — 2 — COS? = _7
=g =(5) e0=(Gg)=(7)
Hence

o

a-(5 7 )

(c) Let vy = (_13),1)2 = (:1))) and 7 = {v1,v2}, which is an ordered basis of R2. We have

[ha(é _01)7 [1]5:@1,02>:<‘13 i)
[1Jz=([11§)1=101(f’1 ::1),)-

ms =il =5 (Y ).

and

Therefore

2. (a) Assume that S and T are linearly dependent. Since S and T are non-zero elements in a
vector space, we have S = o/ for some non-zero a € F. Thus S(v) = oT'(v) = T(aw),
which implies that Im(S) C Im(7") and ker(S) D ker(T).

On the other hand, we have T = 3S where 3 = a~!. Thus we have the other
directions Im(S) D Im(T") and ker(S) C ker(T).

(b) Suppose that S and T are linearly dependent. We have

{0} = Im(S)NIm(T) (by assumption)
= Im(5) (by part (a)),

i.e., S is the zero map, which is then a contradiction.

3. We provide 3 (or 9 by various combinations) methods here. (Notice that given A of rank
r, the decomposition A = BC' in the statement is not unique.)

Method I (via linear transformations). (=) The idea is that the desired equation A = BC
means that the map L 4 can be decomposed as Lg o Lo with L : F” — F™ injective and
Lo : F™ — F7 surjective. This can be realized as follows.

Consider the linear map
Ly:F"—F™

defined by left multiplication by A on column vectors of F™. By assumption L4 is of
rank r. Thus there exists linearly independent subset o« = {wvy,---,v,} of F™ such that
{La(v1), -+ ,La(v,)} forms a basis of Im(L4).



Extend « to a basis § = {v1,- -+ ,v,} of F". Define the linear maps

pr L pr 5, pm

by requiring

e; if1<i<r N ' )
T(vi)—{ 0 ifrei<n and S(ej) =La(v;) (1<j5<r)

where {e;} is the standard basis of F". Then by construction,
Lp=SoT. (1)

Notice that rk(S) = r since S is injective and rk(T") = r since T is surjective. Now let B
and C be the matrix representations of S and 7', respectively, using the standard bases.
Then rk(B) = rk(S) = r and rk(C) = rk(T") = r. Furthermore A = BC by (1).

(<) We have
Fn i FT L_B> F’m
with tk(Lp) = rk(B) = r and rk(L¢) = rk(C) = r by assumption. Thus Lp is injective
and L¢ is surjective. We have
La(F") = Lpc(F") = Lp(Lc(F™))
= Lp(F") (since L¢ is surjective).
Since Lp is injective, dim Lp(F") = dim F" = r. Thusrk(A) =rk(L4) = dim Ls(F™) =r.

Method II (via row/column operations). (=) Since A is of rank r, there exist invertible
matrices P € M,,(F) and Q € M, (F') such that

I, O
PAQ = < 0y O ) (2)

where I, € M,(F) is the identity matrix and O; € M, ,_(F),02 € My,_,(F),03 €
Mp,—yn—r(F) are zero matrices. Notice that the right hand side of (2) is equal to the
product B'C’ where

I,
B/:<O>€mer(F) and €' = (I, 01) € Mysn(F).
2

Moreover B’ and C’ are both of rank r since they are of RREF and have r pivots.

Now let
B=P'B and C=0CQ"

Then tk(B) = tk(B’) = r since P! is invertible and similarly rk(C') = r. We have
A= BC by (2).

(<) Since B € M« (F) is of rank r, the RREF of B must be

()

where Oy € My, ,(F) is the zero matrix. Thus there exists an invertible P € M,,(F')

such that !
PB=|"]).
<O2>

2



Similarly there exists an invertible Q € M, (F') such that
CQ = (I O1)

where O1 € M,.,,_(F) is the zero matrix (which can be seen by considering C* and doing
row operations or performing column operations on C' directly). Then we have

rag-reico - ( 5 o)

and
rk(A) = rk(PAQ) (since P,(Q invertible)
I, O
' ( Oy O3 )
= r (since r pivots).

Method III (via matrix operations). (=) Write A = (¢1,---,¢,) where ¢; € F™ are
columns of A. Since A is of rank 7, there exist r linearly independent columns of A, say
Clkys - ,Ck, such that all columns of A are linear combinations of them. Thus there exist

aj;j € Ffor 1 <i<r,1<j<mnsuch that

¢ =Y ey, (3)
=1

Now if we let B = (¢k,, -+ ,¢k,.) € Mpxr(F) and C = (a;) € My (F), then A = BC by
(3).

The matrix B has rank r since the columns of B are linearly independent. The matrix C
also has rank r since the ki, - - - , k,-th columns of C form the identity matrix I, by (3).

(<) Since A = BC, we have rk(A4) <r1k(B) =r.

On the other hand, there are r independent rows d;,,---,d;. of B and r independent
columns c¢j,,--- ,¢;,. of C. The product

d;,

M=1 : [(¢-¢)

d;,
of these rows and columns forms a minor of the product A = BC. We have

d;,

det M = det : -det(cj, - -+ ¢j,),
d

(28

which is non-zero since the two terms in the right hand side are the determinants of two
square matrices of full rank. Thus rk(M) = r and consequently rk(A) > r.

. Since rk(T) = r, there are r linearly independent vectors wvy,---,v, of V such that
{T(v1),--+ ,T(v,)} forms a basis of Im(T).

On one hand, v(T') = n — r by dimension formula. Take a basis {vy41, -+ ,v,} of ker(T).
Then = {vi,---,v,} is an ordered basis of V' (cf. the proof of the dimension formula).

On the other hand, extend {T'(v1),---,T(v;)} to an ordered basis

Y= {T(U1)7 e 7T(U7‘)7 Wy1,y° " 7wm}-
Then [T} gives the result.



5. (a) Let A = (ai;),1 <i<m,1 <j<nand B = (by),1 <p<n1<qg< m. Write
AB = (Cij) and BA = (d”) Then

n m
Cij = E aikbkj and dij = E bualj.
k=1 =1

We have

tr(AB) = i Ci = i Zn: ik bk
i=1

i=1 k=1

= > briai
k=11i=1

= Z dpp = tr(BA).
k=1

(b) Let 7 be another ordered basis of V' and @ = [1]}. Then [T7], = Q[T)5Q ! and hence

r((T],) = tr(Q[T)pQ™")
= tr(Q7'(Q[T]p)) (by part (a))
= tr([T]p).

6. (a) Forany (T'+U)(v) € Im(T'+U), we have (T'+U)(v) = T(v)+U(v) € Im(T) +Im(U).
Thus Im(7T 4+ U) C Im(T') + Im(U).

(b) We have
tk(T+U) = dimIm(T +U)
< dim (Im(T) +Im(U)) (by part (a))
= dimIm(7T) + dimIm(U) — dim (Im(7) N Im(U))
< dimIm(T) 4+ dim Im(U)

rk(T) + rk(U).
(c¢) For example U = 0.
(d) For example T is any non-zero (hence rk(7") > 0) linear map and U = —T..

7. The goal of this question is to give basic properties of projections on a vector space.
Geometrically speaking, given a projection T means to have a decomposition V = W @ W’
such that 7" on W is the identity and is zero on W’ (as in the textbook). Algebraically a
linear T' € L(V) is a projection if

T° =T. (4)

The latter equation actually means a decomposition of the identity map
ly =T+ 1y -T)

such that the two terms in the right hand side both satisfy (4) (meaning: square = itself).
The last equation is part (a) and the equivalence of the two definitions is part (e).

(a) We have S? = (1 -T)2=1-2T +T? “ 1 7 — S where (%) follows from T2 =T.



(b) If v € ker(S), then 0 = S(v) = v — T'(v), i.e.,, v =T(v) € Im(T). Therefore ker(S) C
Im(7). On the other hand, for any T'(v) € Im(T'), we have ST (v) = T(v) —T?(v) = 0
since T2 = T again. Thus Im(7") C ker(S5).

Notice that S? = S and T'=1 — S. Thus one can replace T by S and S by T in the
above argument and obtain the equality Im(S) = ker(T').

(c,d) First notice that
1y =T+5,

which immediately shows that V' = Im(T") + Im(S). On the other hand, we have

dimV = dim (Im(T) 4 Im(S))
= dim (Im(T) + ker(T)) (by part (b))
= dimIm(T) + dimker(7T") — dim (Im(7T") Nker(T))
= dimV — dim (Im(T) Nker(T)) (dimension formula).

Thus dim (Im(7T") Nker(T)) = 0, i.e., Im(T) Nker(T) = {0}. We then obtain

V = Im(T)®Im(S)
= ker(S) @ ker(T") (by part (b)).
(e) Parts (b) and (c) imply V = Im(T") @ ker(T"). Also if v € Im(T) = ker(S), then
0=5w) =v—T(v), ie, T(v) = v for any v € Im(T"). Thus if we take a basis

{v1, -+ ,v,.} of Im(T) and a basis {v,41, -+ ,v,} of ker(T'), then 8 = {v1,--- ,v,}
forms an ordered basis of V' and

v f1<i<r
T(”i){ 0 ifr<i<n.

Hence [T satisfies the required property.

Remark. Another way to prove part (e) is as follows. The equation T(T'—1) =T?~T =0
shows that the minimal polynomial of T is a factor of P(x) = x(z — 1). Since P(z) has
different roots 0 and 1, T is diagonalizable with diagonal entries belonging to {0,1}. With
this result, parts (a) - (d) then follow easily (exercise!).

. This determinant is the characteristic polynomial (with variable A) of a so-called rational
canonical form. We will learn this in next semester. The answer is

det(A) = A"+ apn 1 N+ a2\ 2+ 4 ag ) + ag. (5)

To obtain this, one can expand it along the last column. Then each minor is just a lower
triangular matrix. (Leave to you as an exercise since I am tired of typing.)

Or one can expand it along the first row and use induction. Thus

det(A) = (#) + ()

where
A0 0 al
-1 A 0 as
(#d) = X-det :
0 0 A QAp—9
0 0 -1 >\+an 1
= A\, A2 + ag\ + aq)



by induction, while

The equation (5) then follows.

OO e

(_1)n+1a0(_1)n—1

ag.



