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1. [15%)] The characteristic polynomial P(x) of A is

T 0 2
P(x)=det| -2 z—-1 —4 =(z—1)*x—2).
-1 0 z-3

The eigenspace E; consists of v € C3 such that

1 0 2
0O={I—-Awv=| -2 0 —4 |w.
-1 0 -2

Thus Ej is generated by the linearly independent {c1, co} where

0 2
= 1 ], c= 0
0 -1

On the other hand, F5 is the set of solutions of

2 0 2
0=@2[-Awv=| -2 1 —4 |,
-1 0 -1
which is generated by
-1
C3 = 2
1
Therefore one can take
0o 2 -1 1 00
Q:(Cl,CQ,Cg): 1 0 2 y D = 010
0 -1 1 0 0 2

2. (a) [5%] By the assumption, there exists an invertible Q € M, (F) such that
A=Q '(\,)Q = \,.

(b) [5%] The characteristic polynomial of A is (x—\)"™. Thus by part (a), if A is invertible,
A = A, which is a contradiction if n > 1.

3. (a) [5%)] Notice that for any A, B € M,(F), we have (AB)! = B'A!. If A is invertible,
we have
I=T1"=(AAH = (A7)t AL

Thus A? is invertible and (A%)~! = (A7)
(b) [5%] Taking determinants, we have

1 = det(I) = det(AA") = det(A) det(A?) = det(A)%.
Thus det(A) = £1.

4. (a) [5%] Let v € E). Since E) is a subspace, T'(v) = Av € Ej.



(b) [5%)] Let v € WiN---NW,. Since v € W; for all 1 <i < r, we have T'(v) € W;. Thus
T(v) € WiN---NW,.

(c) [5%] Let v € Wy + -+ -+ W,.. Then there exist w; € W; such that v = wy + - - - + w;.
Since T'(w;) € W;, one has T'(v) =T w;) = > T(w;) € > W.

(d) [10%] Suppose W is T-invariant. Let f € W<° and w € W. Then T*(f)(v) =
f(T(w)) € f(W)C W. Thus W¢ is T*-invariant.
Conversely suppose W° is T*-invariant. Let w € W and f € W°. Consider the
canonical isomorphism ¢ : V' — V°°. Then (T (w))(f) = f(T'(w)) = T*(f)(w) = 0.
Thus (T’ (W)) C W =1(W) and hence T'(W) C W.

(e) [6%] Suppose W is T-invariant. Since T is invertible, we must have T'(W) = W.
Thus T-1(W) = W and in particular W is T~ !-invariant.
By replacing 7 by T~! in the above argument, we obtain the other direction.

(a) [10%] (=) If one takes a basis f; for each W;, then the disjoint union of 3; is a basis
of V. Thus by counting elements, we obtain »  dim W; = dim V.
(<) Again take a basis (3; for each W;. Then the union [ of these (3; is a generating
set of Wi + --- + W, = V. However the number of elements in 3 is at most equal to
the sum N of numbers of elements in ;. By assumption N = > dimW; = dim V.
Thus  must be a basis and consequently V = @ W;.

(b) [5%] Let V' be the plane, W7 = z-axis, Wy = y-axis and U = the diagonal line
x—y = 0. Then V = Wy + Wy. However UNW; = UN Wy = {0}. Thus
U# UnWy)+ (UnNWs).

(a) [5%] Suppose f € (W1 + W)°, w; € W;. Then f(w;) = 0 since w; € W; C Wy + Wh.
Thus f € Wy nWs.

Conversely suppose g € WP N W3 and v € Wi + Wa. Then there exist w; € W;
such that v = w; + wa. One has g(v) = g(w1 + w2) = g(w1) + g(wz) = 0. Thus
g € (Wl + Wg)o.

(b) [10%] Method I. Let f € WP + Wy and v € Wi N Wa. Then there exist f; € W7
such that f = f1 + f2. Since v € W1 N Wy C W;, one has f(v) = fi(v) + fa(v) = 0.
Thus we obtain Wy + Wg C (W N Wa)°.

Now we compare the dimensions. Let n = dim V. One has

dim(W7 +Wy) = dim W7 + dim W3 — dim(W7 N Wy)
= dim W} +dim W3 — dim(W; + W2)°  (part (a))
= (n—dimW;) + (n — dim W3) — (n — dim(W; + Wa))
= n— (dim W; 4+ dim Wy — dim(W; + Wa))
= n—dim(W; N Ws)
= dim(W; N Wa)®.

Method II. Take a basis a of W1 N Ws, and extend it to bases o U 3; of W;. Then
the disjoint union a U f1 U B2 is a basis of Wi + Ws. Extend it further to a basis
B =aUpUpBy Uy of V and consider the dual basis 8* = a* U 8] U 85 U~*. Then
by direct checking, 35 Uy* is a basis of W7, 87 U~™* a basis of W3 and ] U 35 U~*
a basis of (W7 NW2)°. Thus W7 + Ws = (W N Wa)°.

Method III. Since two subspaces are the same if and only if their annihilators in
the dual space are the same, we can just take the annihilators of (W3 N Ws)° and
Wy 4+ W3 in the double dual V** =V and apply part (a). Thus

o part (a)

(We 4+ W)° P Wee Awse = Wy N Wa = (W N W)



7.

(a)

(b)

(Here we use the canonical isomorphism v : V' — V** to identity V and V**.)

[5%] Let v € E\. Then
T(S(v)) =S(T(v)) = S(Av) = AS(v).

Thus S(v) € Ey, which is what we need.
[10%] This can be proved by induction. Suppose dimV = 1. Then S = A[; and
T = ply for some A\, u € F.
Fix an integer n > 1. Assume that for any diagonalizable S, 7" € L(V') with
dimV’ < n and S"T" = T"S’, there exists an ordered basis 3’ such that [S]g, [T"]
are diagonal. Suppose we are given S,7" € L(V) with dimV =n and ST =TS.
Case 1. Suppose S,T both have only one eigenvalue. Then S = Al, and T = ul,
and hence their matrix representations are diagonal for any ordered basis of V.
Case 2. Suppose one of S and T, say T', has more then one eigenvalue. Let A be an
eigenvalue and V7 be the associated eigenspace of T. Then

o V =V, ® Vs where V5 is the direct sum of other eigenspaces of T'. In particular

Vi and V5 are T-invariant.

e 1 <dimVj,dimV, < n since T has more than one eigenvalue.

e V] and V3 are also S-invariant by part (a).
Thus by induction applying to the restrictions of S, T to V; and Va, there exist ordered
bases 81 and (2 of Vi and V3, respectively, such that the matrix representations of
the restrictions associated to (3; are diagonal. Since V is a direct sum of V7 and V5,
the disjoint union § = () U 2 is an ordered basis of V. Then [S]g, [T]g are diagonal.

[_10%] (i) For T, we first show that the eigenspaces E of T' maps to eigenspaces of
T or to {0}. Let v € E). Then T'(v) = T(v) = A = Av. Thus v is in the space
Ey :={u e V|T(u) = Au}, which is an eigenspace if it is non-zero.

Now since V is the sum of eigenspaces of T', the above argument shows that V is also
the sum of eigenspaces of T. Thus T is diagonalizable.

(ii) For Tw, Let V = @._, E\, be the eigenspace decomposition of V. We show that
W= @, (W N Ey,).

Let w € W. Then there exist v; € E), such that w =Y, v;. Going to V, we have
S, = w = 0. However we already know that V' = @ E), from (i). Thus each ¥
is zero in V and hence each v; is in W.

[10%] Take an ordered basis a = {wy, - ,wy,} of W such that [Tw], is diagonal.
Take v = {v1,--- ,v,} C V such that 5 := {v1,---,9,} forms an ordered basis and
[T is diagonal. Then the disjoint union 3 = a Uy is an ordered basis of V and the
matrix representation looks like

[TW]a * >
T = = .
Tl < 0 [T]
In the following, we replace v by ' = {v],--- ,v.} such that 9} = v; in V and each
v} is an eigenvector of T. Suppose for a fixed j that T'(vj) = > c;w; + pvj. Write

T(w;) = Ajw;. What we need is to find v; = v; + ) w; for some ¢ € F such that
T(v;) = v}, i.e. we want

j
Z ciw; + pvj + Z €AW; = pvj + Z HEW.

Ci

By assumption p # A; for all 5. Thus if we set ¢, = e then 2‘;;- satisfies the
requirement.

Now since 4’ = 7, the disjoint union ' = o U+’ is a basis of V and consists of
eigenvalues of T'. Thus [T]g is diagonal.



