Chapter 7
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Vector Spaces and Their
Subspaces
(Chap. 7.1)



Introduction

* Many things can be considered as “vectors”.
e E.g. a function can be regarded as a vector
* We can apply the concept we learned on those
“vectors”.
* Linear combination
* Span

ol

. . 0 —1

Basis ® %

* Orthogonal ...... ; @ 2+t+1
R W
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(Abstract) Vector Space

For any vectors u, vand win ¥, and scalarsaand b in R,
u+v and au are in U, and the following axioms hold

1. u+v=v+u

2. (u+v)+w=u+(v+w)

3. Thereisanelement 0in ¥V suchthat0+u=u
4. Thereis an element—uin Vsuchthat-u+u=0
5. lu=u 0

6. (ab)u =a(bu) 0 = | : | zero vector
7. a(u+v) = au + av 0.

8.

(a+b)u=au + bu



Why Ou=0 and (-1)u=-u?

e Can you prove that Ou=0 (i.e., zero vector)?

* Qu

e = 0+0u (from (3))

e = (-Ou + Ou) + Ou (from (4))

e = -0u +( Ou + Ou) (from (2))

e = -Ou +( (0+0)u) (from (8))

e =-0u+0u (0+0=0as 0 is in R)
=0 (from (4))

* Can you prove that (-1)u=-u (i.e., inverse of u)?



Are they vectors?



Are they vectors? T

e A matrix 1] \
2 2
A= [3 4] » 3
4 Choose a
e A linear transform basis
* A polynomial
p(x) =ay+ax+--+a,x™ [Qo]

1’ X, ...,xn

=




Are they vectors?

z(t) =0

[ J I . ?
Any function from S to R is a vector: Infinite

functiom v(t) _ » o ?
C\ )
VARRN
g(t):tz—l» g=|

h(t)=et +t2—1 W) v+g
Vector? r(t) = ce' » cv




Objects in Different Vector Spaces

All the polynomials with degree less than or equal to
2 form a vector space (often denoted as P,)

w.r.t. Basis {1, t, t?}

—O O =
—5==
—

fW)=1 g)=t+1 h@®)=t*+t+1



Subspaces
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Review: Subspace

* A vector set V is called a subspace if it has the
following three properties:

* 1. The zero vector 0 belongs to V
e 2. If uand w belong to V, then u+w belongs to V

Closed under (vector) addition

* 3. If u belongs to V, and c is a scalar, then cu

belongs to V
5 Closed under scalar multiplication




Are

* All t
* All t
* All t

they subspaces? .
trace ([C Z])
d

ne functions pass 0 at t, =a+
ne matrices whose trace equal to zero
ne matrices of the form

a a+b

b ‘o

ne continuous functions
he polynomials with degree n* t", —t"

ne polynomials with degree less than or equal

P: all polynomials, P_: all polynomials

with degree less than or equal to n



Linear Combination
and Span
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Linear Combination and Span

* Matrices
s={ly 2o ol ol
Linear combination with coefficient a, b, ¢
elg A+oly ol+ely of <[ 2,
What is Span S?

All 2x2 matrices whose trace equal to zero



Linear Combination and Span

* Polynomials
S={1,xx%x3}

Is f(x) = 2 + 3x — x? linear combination of the
“vectors” in S?

fx)=2-1+3-x+(—1) - x?

Span{1, x,x?, x3 } = P,

Span{1,x,---,x", -} =P



Linear Transformations
(Chap. 7.2)
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Linear transformation

* A mapping (function) T is called linear if for all
“vectors” u, v and scalars c:

* Preserving vector addition:
T(u+v)=Tw) +T)

* Preserving vector multiplication: T(cu) = cT(u)

Is matrix transpose linear?

Input: m x n matrices, output: n x m matrices



Linear transformation

. i ?
* Derivative: linear:

Derivative

' ?
* Integral fromatob
b
function f ‘ Integral ] f(t)dt

e.g. x?

(from a to b) e.g. 1 (b3 — a?)
3



Null Space and Range

* Null Space

* The null space of T: V > W is the set of all
“vectors” in V such that T(v)=0, where 0 is the
zero vector in W.

* What is the null space of matrix transpose ?
M, >M,. 0
e Range (or Image)
* The range of T is the set of all images of T.

* That is, the set of all “vectors” T(v) for all v in the
domain

* What is the range of matrix transpose? M,

mxn



One-to-one and Onto

cU: M, — M defined by UA)=A".
* |s U one-to-one?
* |s U onto? BVES

*D: P; > P, defined by D(f) =f'
* |s D one-to-one? m

x3+2x+3
e Is D onto?
o Ny 42

x3 + Zx/



Isomorphism ([5]1)

e Let Vand W be vector space. W Vv

* Alinear transformation T: V->W is called an isomorphism if
it is one-to-one and onto

e |Invertible linear transform
* Wand V are isomorphic.

Example 1: U: M, — M, defined by U(4) = A"
Example 2: T: £, —> R3

a
T(a+bx+%x2) — [b]
C



Basis and Dimension
(Chap. 7.3)
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Independent

A basis for subspace V is a linearly independent
generation set of V.

* Example
S={x?-3x+2,3x*—5x, 2x — 3} is a subset of &,
Is it linearly independent?

3(x* =32 +2)+ (=1)(3z* —=52) + 222 - 3) =0

* Example

Sz{[é _01],[8 (1)][(1) 8”isasubsetonmeatrices.

Is it linearly independent?
1 0 0 1 0 0
Lo Sleelo o)V 0]

impliesthata=b=c=0 Yes



If {vy, vy, oo , V,.} are independent,

| N d e pe N d e Nt and Tis anisomorphism, {T(v,),
T(v,), -....., T(v, )} are independent

* Example
The infinite vector set {1, x, x%, ---, x", ---}

Is it linearly independent?

Y.cx' = 0implies ¢;= 0 for all j. Yes
* Example
S ={et, e?t, e3} s it linearly independent? Yes
ael + be?t + ce’'=0 a+b+c=0
aet + 2be?t + 3ce3=0 a+2b+3c=0

aget + 4be?t + 9ce3t=0 a+4b+9c=0



Independent

Theorem:
If {v,, v, ...... , V,.} are independent, and T is an
isomorphism, {T(v,), T(v,), ......, T(v,)} are independent

(Proof)

Suppose a, T(v,) +a,T(v,) +.....+a, T(v,) =0

= T(a;vq) + T(ayv,) + ...+ T(a v, ) =0
= T(a;v; +a,v, + .t v, ) =0



Basis

* Example

For the subspace of all 2 x 2 matrices,

The basis is
o 1 0 0 1 0 0 0
— 110 of’l0o Of’|l1 0]’'|lO

* Example

_ O

1} oim=a

S={1, x,x% ---, x", ---}is a basis of 2. Dim = inf



Vector Representation of Object

 Coordinate Transformation

Y = l'ul'tql"‘[ + I“J:"'E - el | 'ﬂn‘"ﬂ

N

basis V

P : Basis: {1, x, x%, ---, x"}

n
p(x) =ayg+a;x+ -+ a,x" »

-[|'|

-h':




Coordinate Vectors

Definition

Let B be a basis for V, Og4: V > R" (coordinate
transformation) is an isomorphism. Any vectorvinV,
D, (v) is called the coordinate vector of v relative to

B, written as [v]4

* Example

B ={1, x, x?, ---, x"} is a basis for P,. Qg

X) =ag+ax + -+ ayx"
p(x) 0 ! " [p(x)]g =




Coordinate Vectors

= ][4 s e (4 2)
be two bases of R?

What is the matrix M such that
[x]e =M [x]gg ?

_[3 4 14 6
Pa={"5 Jgl  Pe=l5 ]
x| =Pg[x]g [x] =Pelx]e

w.r.t. standard

basis [x]e :P_le PfB [x]fB



Matrix Representations

of Linear Operators
(Chap. 7.4)
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Matrix Representation
of Linear Operator

e.=

0

1

ni

i-th coordinate

Let T be a linear operator from R* to R* with
standard basis & ={e,, e,, ..., e,}. Then the matrix

representation of T w.r.t. € is

[Tle=[1[T(ey)e Tley)e ..

./\‘ T(ei)

e.

ﬁn

‘(jzn

T(e,)¢ |



Linear Transformation and Matrix

X1 3%‘1 + I3
T(x) =T || = = T1 + 9
_$3 1 i —£U1—$2—|—3563 i
3 0 17 1*1
Ax=1]1 1 O] X
-1 -1 31 X3




Matrix Representation
of Linear Operator

Let T be a linear operator on vector space V with basis
B ={v,, v,, ..., V,}. Then the matrix representation of T

w.r.t. B is
[Tlg=[1[T(vy)g T(vy)g  Tlv,)g ]

Example: 83 ={1, x}.

1 0
T(l) = 1+2x T(X)= 3X [T].‘B — [2 3

T(2-x) = 2(1+2x)-(3x) = 2+x  [T(2-x)] 4= E g] [—21]



What is

Linear Operator T: V>V  the matrix

_ for T?
[Tlg
‘/-\‘ N
[X]f/}
R R
(DfB CDfB
./N‘ /)
X

B ={vy, Vy, ..., V, } v J

o Mg=[TV)g TV,)g  T(v,)g ]



How to compute [T]45?
[Tlg

R R
D,/
A
V. ¢ T(v)
B={vy, vy, ..., V. }
\ V



Matrix Representation

of Linear Operator

B =11, x, x?} D,(2 — 3x + 5x%)=(2, -3, 5)7

2 [T] B - cDg}T cDgg-, —3
[—3] R o) R llo]
5 0
D,/ D,

Y > Y

2 — 3x + 5x2 T 34+ 10x 4+ 0x2



[T(v,)] 4 =15 col of [T] 4
How to find [T] 4 7 |
T'=[T] g

1 0 0
op 71 7o)
0 0 1

17 [0] [O

(o —

ol lol [1

cDgg" l l chB

v > Y

Vi Vo V3 T(v;) T(vy) T(vy)

T




Example

Let T: P, > &, defined as
T(p(x))= p(0) + 3p(1) x + p(2)x?
B ={1, x, x*} is a basis for P,.
T(1)=1+3x+x* = [T(1)]z=(1,3,1)
T(x) =0+4+3x+2x%2 = [T(x)]3=1(0,3,2)
T(x) =04 3x+4x* = [T(x)]4=1(0,3,4)
1 0 O

[T]f,3=[3 3 3
1 2 4



Matrix Representation
of Linear Operator

* Example:

2 —3
[—3] vector IEEEESSSmmmS) Vector 10
0

5 Multiply a matrix

2 — 3x + 5x2 polynomial M=) polynomial —3 + 10x
Derivative



Matrix Representation
of Linear Operator

* Example:

171 107 [O 01 171 [0
ol 11l [o| vector m——) vector 0| |0| |2
ol Lol 11 Multiply a matrix 0ol LOJ LO

0 1 0

0 0 2
1 0 0 O 0
X polynomial — polynomial 1

Derivative
2 2x



Matrix Representation

0 1 075
of Linear Operator [O 0 2] [—4]
0 0 O01L3

* Example:

5 Not mvertlble
[—4] vector vector l ]

3 Multlply a matrix

0 1 0
0 0 2
0 0 O

5 — 4x 4+ 3x2 polynomial — polynomial —4 + 6x
Derivative




Matrix Representation
of Linear Operator

* Example:
e D (derivative): Function set F - Function set F
* Basis of Fis {ef cost,e!sint}

o .
[0] [1] vector W)  Vector [_1] [1]

Multiply a matrix
2l
-1 1
e' cost ‘[_]:I-t*r cost + (—1)e’ 5i|1r‘

Functionin F — Functionin F

Derivative ‘ “}tﬁ cost =+ I}{J"I RIN I ‘

e sint




Matrix Representation gasisoffis

of Linear Operator {ef cost, efsint]
1/2 —1/2
12 1/2
_1/2 S

1/2 vector IEEEEESSSSSN) Vector [(1)]

Multiply a matrix

S

Antiderivative

‘l— Lye' cost + (1)e' sint

—— e’ sini
Functionin F — Functionin F

Derivative



inear operator between two
0ASES

Let T: V> W be alinear operator between ¥V and W.
B ={b,; b, ... b } and B’={b’, b’, ... b’ } bases of V and W.

What is matrix representation M of T w.r.t. B and %’
e, [T(X)]gp=MI[x] 4?

M — [ T[bi]{j}’ b/ T[bg]{j}’) )T[bn]{B’ ]



Example (P279)  Determine T

1] 1] 1] -3 ] 0 ] [ 2 ]
T 1 = 2 T 0 = —1 T 1 =10
_O_ _1_ _1_ _1_ _1_ _1_
b, C b, ) b, C3

e, e, e; [vV]g T [T(wv)]g B, Blc, Blc,
T
B

b, b, byasa
coordinate system

B~1 B—1 1 1 0
{b,, b,, b;}isa B=I|1 0 1
basis of R3 0 1 1




Example (P279)  Determine T

[Tlg =[B 'c; B7'c,; B 'c3] =B7I(C

[T]1=B[T|lgB™" =BB (B! = B!

e, e, e; [vV]g T [T(wv)]g B, Blc, Blc,
T
B

b, b, byasa
coordinate system

{b,, b,, b;}isa
basis of R3

[T]
b, b, b, V mEE——) T(y) c, C

B! B-1 B



Eigenvalue
and Eigenvector

T(v) = Av, v # 0, v is eigenvector, 1 is eigenvalue

Chap. 7.4



Eigenvalue and Eigenvector

* Consider derivative (linear transformation, input &
output are functions)

s % an “eigenvector”? ae® What is the “eigenvalue”? a

Every scalar is an eigenvalue of derivative.

e Consider Transpose (also linear transformation,
input & output are matrices)

— ' ? :
Is A = 1 an eigenvalue- Symmetric:

Symmetric matrices form the eigenspace AT = A

Is A = —1 an eigenvalue?

Skew-symmetric matrices form the
eigenspace.



Consider Transpose of 2x2 matrices

:ooor—x:

:OOr—\o:

:or—xoo:

}—xooo:

vector

0
0]

0
I
0

1
0

0

0
0
l

What are the

eigenvalues?

vector

:ooor—x:

1 0
[O O] 2x2 matrices mEmmmmmS) 2x2 matrices

transpose

0110
011
1110

0110,
o o

}—xooo:




Eigenvalue and Eigenvector

* Consider Transpose of 2x2 matrices

det _

t -
! | 0 0 0 o :
Matrix 0 [}—t1 0 Characteristic polynomial

representation 0o 1 0 to
of transpose INENEOERRL t—1)3t+1)

A=1 A=-1

Symmetric matrices Skew-symmetric matrices

P % 0



Diagonaliza
T is diagoa
B ={v, v,

ole Linear Operator

izable if there is a basis

..V, } s.t.[T]4 is diagonal




Diagonalizable Linear Operator

The following statements are equivalent
*T is diagoalizable

* There is a basis B ={v, v, ...v,} s.t.
[T]4 is diagonal

* T has a basis consisting of eigenvectors
* For every basis 8, [T],is diagoalizable



Inner Product Spaces
(Chap. 7.5)



Norm (length): [|v|| = /{v, v)
| nner PrOd uct Orthogonal: Inner product is zero

(u, v)

“vector” v

Inner Product GLam aieIEl
“vector” u

For any vectors u, vand w, and any scalar a, the following
axioms hold:

1. (u,u) >0ifu=+20 3.(u+v,w)={(uw)+ (v,w)

2.{(u,v) = (v,u) 4. (au,v) = alu,v)

Dot product is a special case of inner product (TR RN |

Can you define other inner product for normal vectors?



1. {(u,u) >0ifu=+20

2. {u,v) = (v, u)
Inner Product 3w+ vw) = (ww) + (v, w)

4. (au,v) = al{u,v)

* Continuous functionsin C[-1, 1]

(g, h) = j GO dx

Axiom (1): -
f20= f?(c) > 0, for somecin[—1,1].

:»fz(t)>d>0 tin|c—¢ c+ €.
=(f, f) = ffz(t)dt—fz(t)>28d>0

Axioms (2 — 4): Easy to check



1. {u,u) >0ifu+20
2. {(u,v) = (v,u)

Inner Product 3w+ vw) = ww) + (v, w)

4. {(au,v) = al{u,v)

* Inner product for any function with input [-1, 1]
1

(g, h) = f PELCoL J—

-1 sg(x) =1and

flxdx -0 h(x) = x orthogonal-
~1

10

_ L L Can it be inner product for
(g.h) = _ZO g (10) h (10) general functions?
[=—

i
u (1—0) = 0,otherwise # 0 (u,u) =0,butu # 0



Inner Product

Check Axioms (1-4)

Frobenius (A,B) = trace(ABT)
inner product = trace(BAT)

ol Pl Gl | PO MR, O A
3 4)°|7 8|/T : =

* Inner Product of Matrix

Element-wise multiplication

1 2
A=, 5 nal=VIEr 2z 3 e



Orthogonal Projection

* Consider a subspace W with orthogonal basis S =
{v{,Vq,, v} of an n-dim vector space V. Let u be any
vector in V, which can be written as

e WL

Ck+1 W41 T "+ Cp Wy

e W

U F v + U, + -+ C U

} \ \
U-v; U-Vy U+ Uy
lvall* [lvall? |Vl

orthogonal projection of uon W

* If S an orthonormal basis of W.
W = CqiVq + CaUy + -+ 4+ Cr Vg

} \ E
UV U-Vy U-vg



Orthogonal Projection

* Consider a subspace W with orthonormal basis § =
{v{,vq, -+, v} of an n-dim vector space V. The orthogonal
projection of u on W can be written as

(u-v)vy+W-vy)vy, + -+ (u-k)vy
v1(v1-u) + (v w) + o+ v (Vg - w)
vi(w"u) + v (wp'u) + -+ v (v'u)
(vvDu + (Vv Hu + -+ (Vv u
(vv! + 0,0 + -+ v Du
_vlT_

va Recall thatis S is an
arbitrary basis, the
projection matrix is

c(CTC)-'CT

[vi v, V]|l ¢ |u =CCTu




Orthogonal Basis

Let {uq, u,, -, Uy} be a basis of a subspace V. How to transform
{u,,u,, -+, u; } into an orthogonal basis {v{, v,, ***, V; }?

Gram-Schmidt
Process

Then {v{,v,, -+, Vx } is an orthogonal basis for W




Orthogonal/Orthonormal Basis

* Find orthogonal/orthonormal basis for P,
* Define an inner product of P, by

|
(fix),g(x)) = [ f()g(r)dr
Uy, Uy, Usg J 4
* Find a basis {1, x, x’} mmp v, v,,v;

Y] = 1j -
(W, V)
?lI: ! ; ] [ ]
Nv)i=
(a3, vy) (U3, v2) & ]
N = 1l e Tl == - ‘: _1"- — —
Nv1ll= | ¥v2ll- 3
]



Orthogonal/Orthonormal Basis

* Find orthogonal/orthonormal basis for P,
* Define an inner product of P, by

1
flx) glx) =f Ft)gr)dr
~1

* Get an orthogonal basis {1, x, x>-1/3}

|'

| I. |II I. |I

— |I _-:I b - ,,-] ‘Fﬁ _— '|I _t“: J_' —_ IIII

b=/ [ Pac=vi ‘wf-t de=,
Orthonormal Basis

Ivall = ./ f | (.\-1_ l)lm..: |8 L 3 a5/,
Vo 4 Vs E"JE"‘E"F(" "i)

e | 12|




|
(f(x), gx)) = f f(g(n) dr
=

Orthonormal Basis

) % ‘\/ E a v@ (‘"1 B %) }




Least square approx. of x3?

N 4_*1( |)
2 V2"Vs R Orthonormal Basis

(2] () U3

Compute orthogonal projection of f = x3

on P,

Orthogonal projection is

(f,U1> U1+<f,172> U2+<f,1]3> U3

Hence, the l.s.a. of
(f,v) = f_ll 1/4/2 t3dt =0 x3is 2/5x

(f.va) = [ 372 t*dt = (2/5)4/3/2
1

(f, v3) = f JA5/8 (t2-1/3)¢%dt = 0
-1



