Chapter 2

Matrices and Linear Transformations
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Matrix Multiplication

(Chapter 2.1)



Four aspects for matrix
multiplication

1. Dot Product

(What you have learned
in high school)



Dot Product
(special case of Inner Product)

* Dot product: dot product of uand v is

UV =UV T UV, T T UV, T —

V2
=lw v - w ]| . (|l=u

Up,

* Three properties of Dot ProductV xV =2 R
*U-V=V-U (commutative)
cu-(cv+w)=clu-v)+u-w (Linear)

e u-u=0, and =0 only whenu =0



Dot Product

* Given two matrices A and B, the (j, j)-entry of AB is the dot
product of row i of A and column j of B

Cij = a;1b1; + aioboj + -+ + ainby;
column j of B

| - l

aii a12 T A1n —

: by oo byl o by
; bor oo byl oo bap
row i of A — | i1 Q42 Ain
; ; Cbur o |bng oo by
| Am1  Am2 e Amn |




Dot Product

* Given two matrices A and B, the (j, j)-entry of AB is the dot

product of row i of A and column j of B

1 2

A=|3 4 B=[_1 1]
5 6 3 2
(—1) x 143 %2 1X14+2X%X2
(—1)x3+3 x4 1x3+2x%x4
(—1) X5+ 3 X6 1X54+2X%X6

—

I

—



Dot Product

Given two matrices A and B,
the (i, j)-entry of AB is the
dot product of row i of A
and column j of B

[ a1 a2 - aig
A (i1 ;2 Uin
| @m1 Am2 - Omn _

N b'n, 1

) (ij)-entry

AB




Dot Product

the (i, j)-entry of AB is the
dot product of row i of A
and column j of B

Given two matrices A and B, [
B

>
ol W =
O & N

00 Ge—pL [
& 00—p-



2. Combination
of Columns



Combination of Columns

——

The first column

= [Ab,

The second column

b,
Ab,

by)
Ab]




Combination of Columns

1 2 1 1 AB = Alby by - by]
3 4 [ ]
= [Aby Ab, -+ Abp]
5 610 “ _
1 2 1 2
—1 13|+ 3|4 113+ 214
= 5] 6 5] 6
The first column The second
_ column _




3. Combination
of Rows



Combination of Rows

p columns

—

T
o] [EEaEEE [ b
al _ _bz

_ _bT

T T
a1 by +aqzby -

T T
ap1b1 + azzby -+

T
amlbl + amzbz

+ a,,bY

+ a,,bl

+ a,,,,bl




Combination of Rows

-] ——

1[-1 1]+ 2[3 2]

The first row

...... 1 1 3[-1 1]+ 4[3 2]
e 3 2 The second row

5[—-1 1]+ 6[3 2]
The third row

—— —




4. Summation of
Matrices



Summation of Matrices

p columns
e

T
N b

a; az as an N b,

= a.;bl +a,bl + -+ a, bl

~No

matrices

I
mx 1 1xp



Summation of Matrices

U1 W R
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|
p—
p—

Block Multiplication

1
31[—-1 1] +
5

SO
-3 3| +
-5 5.

— Rank="?

=S

o

| |

6 4 -
12 8
18 12.

Rank = 7? —



Augmentation and Partition

 Augment: the augment of A and B is [A B]

e Partition:
1 2 3 4 1 2 3
A=|5 6 7 8] A=1|5 6 7
4 3 2 1 4 3 2
1 2 3 4 1 2 3
A=I|5 6 7 8 A=1|5 6 7
4 3 2 1 4 3 2




Block Multiplication

1 3 4 2
A=10 5 =1 6]
1 0 3 -1
A A
4 = [ 11 12] B = [
Ay, Ay
Aqq A12] B11
AB =
Ay Agal [B2s

——

Don’t switch the order

Bll
B21

B12
B22

|

B12]
B,,

B =

O N R =

=N o




Block Multiplication

4 2°
A= -
1 03 -1

AB =

112 X 2”

112 X 2”

[

1 0 3
1 2 10
2 -1

e |

2X1

_|_

1X2

1X1




Matrix Multiplication - Multiple
Input

* Multiple Input C AB

A b, Bl C _
- 2 2 - C1 C2 o Cp

AB A[bl bz te bp]
Abl Abz Abp]




Matrix Inverse
(Chapter 2.3-2.4)



Inverse of Matrix

e A and B are inverses to each other

Forany v A

BA =1



Invertible = Non-singular

Inverse Of Matrix Not Invertible = Singular

A is called invertible if there is a matrix B

suchthat AB =1 and BA =1

B=A"" A=B"

1 2 -5 2 1 O 1 0
A = = — =
[3 5] B [ 3 —1] AB [0 1] B4 [0 1

Non-square matrix cannot be invertible




Inverse of Matrix

* Non-square matrix cannot be invertible?

2d 3d 2d
1% — x =By <+«—— — D
m dim n dim m dim
M X n nNXxm
3d
1Y

n dim nxXm m dim

Is BA (dim 3 x 3) invertible?



Inverse of Matrix

* Not all the square matrices are invertible
1 2 1 2 a b
AZ[O 01 ool

* Unique

AB =1 BA =1 AC =1 CA=1

B =Bl =B(AC)= (BA)C =1IC =C



Inverse for matrix product

A and B are invertible nxn matrices, is AB invertible? yes
(AB)"1 =pBp~1471
B7'A7Y(AB) =B ' (A™'4A)B =B 1B =1
(AB)B™A™r =ABB HA™t =441 =1

* Let A{,A,, -, A} be nxn invertible matrices. The product
AqA, -+ Ay is invertible, and

(A145 - Ap) ' = () (Ap—) (A7



Inverse for matrix transpose

 If Ais invertible, is AT invertible?
(AT)—l —9 (A—l)T

A A= mmy (ATAT = mmp AT(A DT =1

AA™L =] ‘ (AA—l)T — ] ‘ (A—l)TAT — ]



How to prove (AB)! = BTAT?

* Method 1:
Express (i, j)-entry of (AB)T and BT AT directly.

* Method 2:
First prove: A x - v = x - ATy, which is not difficult
(A isnxn, xandyarenxlI1)

1. (AB)x-y =A(Bx)-y =Bx-A'y=x-BT(A"y)

2. (AB)x -y =



Application of Matrix

Inverse
(Chapter 2.3-2.4)



Solving Linear Equations

* The inverse can be used to solve system of linear
equations.

r1+2x, = 4
o= b dmtom = 7,
If A is invertible. Y
Ax =Db
Al (Ax) = Alb *
x=A"'b

However, this method is computationally inefficient.




Invertible
(Chapter 2.3-2.4)



Review - Terminology

What actually come

out of function f

* Given a function f Range (1B13)
- /
f ()
U2
- f(2) = f(vs)
V3 —
Domain (X £ 1) Co-domain (27 f&15)

What can go into
function f

What may possibly
come out of function f



Review - Terminology

e one-to-one (—¥—) e Onto (A %)

1)
2)

V3)

Co-domain = range



One-to-one

A function f is one-to-one

f(v1)
=0 f(vy)

=0 f(v3)
b©

f(x) = b has at most one solution

- 'xl'

x ok %k 28
X

x ok %k xé =|y,

X ok k| X, Vs

)

If co-domain is “smaller’
than the domain, linear
function f cannot be
one-to-one.

If a matrix A is 3B, it
cannot be one-to-one.

The reverse is not true.

If a matrix A is one-to-
one, its columns are
independent.



* % K]y V4
Onto e xl v,
* % ok 2| = y
X 3
x kx| -3
- - YVa

e A function fis onto -

If co-domain is “larger”
than the domain, linear
flv,) Zunrlgt'lon f cannot be
f@,) If a matrix A is &7, it
cannot be onto.
= f(v3)

The reverse is not true.

If a matrix A is onto,
rank A = no. of rows, i.e.,

f (x) = b always have solution no zero row in RREF

Co-domain = range



1-1 and Onto Function from N
(Natural Numbers) to < (Integers)

N Z

The mapping is not linear



Invertible

 Ais called invertible if there is a matrix B such that
AB=IlandBA=I1(B=A"1)

A

A—l

A—l

A must be one-to-one A must be onto

(AR A7 BY input BB B BRA)



One-to-one and onto

* A linear function f is one-to-one and onto

The domain and co-
domain must have “the
same size”.

The corresponding matrix
A is square.

-
Soretoe Loy oo

£ Square URETIE & - EFLELANIL - ERERA AL




Equivalent Conditions of
Invertibility

* Let A be an n x n matrix. A is invertible if and only if
* The columns of A span R"
e For every b in R", the system Ax=b is consistent
* Therank of Aisn
* The columns of A are linearly independent
* The only solution to Ax=0 is the zero vector
* The nullity of A is zero
* The reduced row echelon form of Ais ||
* Ais a product of elementary matrices
* There exists an n x n matrix B such that BA=1_
* There exists an n x n matrix C such that AC=1_



Invertible

* Let A be an n x n matrix.

* Onto - One-to-one - invertible
* The columns of A span R"
e For every b in R", the system Ax=b is consistent
* The rank of A is the number of rows

* One-to-one - Onto = invertible \
* The columns of A are linear independeny
* The rank of A is the number of columns
* The nullity of A is zero
* The only solution to Ax=0 is the zero vector
* The reduced row echelon form of Alis |

Rank A=n



Is A Invertible?

* Let A be an n x n matrix. A is invertible if and only if
* The reduced row echelon form of Ais ||

1 2 3
A=12 5 6 | m—) |
3 4 8 RREF Al Invertible
L1 2 1 0 —1°
B=112 1 1 0 1 3
Lo RREF [0 0 0 |

Not Invertible



Summary

* Let A be an n x n matrix. A is invertible if and only if
* The columns of A span R"

onto |* For every b in R", the system Ax=b is consistent
* Therank of Aisn

* The columns of A are linear independent

* The only solution to Ax=0 is the zero vector

* The nullity of A is zero

* The reduced row echelon form of Ais |

* Ais a product of elementary matrices

* There exists an n x n matrix B such that BA=1_
* There exists an n x n matrix C such that AC=1_

[
One-to-
one




Invertible Aisnxn

(def) 3B, AB=1and BA =1

matrix B such that BA =1

A is invertible ‘ There exists an n x n
?

The only solution to
Ax=0 is the zero vector

If Av = 0, then ....

BA =1 v=2_0
Hch =

BAv =0

L,v=v



Invertible Aisnxn

(def) 3C, AC=1andCA =1

matrix C such that AC=1I_

A is invertible ‘ There exists an n x n
?

For every b in R", Ax=b
IS consistent

For any vector b,

AC = Cb is always a solution for b
e g

I
ACh I.b=h



Summary

* Let A be an n x n matrix. A is invertible if and only if

onto

One-to-
one

* The columns of A span R"
e For every b in R", the system Ax=b is consistent

e Therankof Aisn

* The columns of A are linear independent

* The only solution to Ax=0 is the zero vector
* The nullity of A is zero

* The reduced row echelon form of Ais ||

o

* Ais a product of elementary matrices

* There exists an n x n matrix B such that BA=1_
* There exists an n x n matrix C such that AC=1_




AC=1 = CA=|7?

Theorem: Let A be an n x n matrix. If there exists an n x
n matrix C such that AC=1_ ,then CA=1.

(Proof) We first prove that the columnsof C(€; €, ¢€,)are

linear independent. Suppose d, €, +d,€,+ +d €, =0, then
d,Ac,+d,Ac,+ +d Ac =A0=0.

AC=l_impliesd,e, + d,e,+ +d e =0, which is only true if

d, d, d,areallzero, since @, e, e, arestandard bases.
Let x= k;€; + k,€,+ +k,€,=Cy, fory=(k; k, k,)".

Thus Ax=ACy=y (sinca AC=I ). CAx=Cy=x, for arbitrary x.
Hence CA=I_



Exercise

AB invertible = 4 and B are invertible
(Proof)

AB invertible = 3C, (AB)C =1
=>A(BC) =1
=4 is invertible
AB invertible = 3C,C(4AB) =1
=>(CA)B =1
=B is invertible



Exercise

I — BA invertible = I — AB invertible

gProof) . . .
uppose I — AB is not invertible

duz0,(l —AB)u=0=>u=ABu=Bu#0
Consider (I — BA)Bu

=B(l —AB)u=0
letBu=v (#0).
(Il — BA)v =0

= (I — BA) not invertible -- contradiction



Inverse of

Elementary Matrices
(Chapter 2.3-2.4)



Elementary Row Operation

e Every elementary row operation can be performed by

matrix multiplication.
e 1. Interchange elementary matrix
0 1 a b| | c d
1 0 c d!| | a b
1 O a b| | a b
0 k ¢c d| | ke kd

e 3. Adding k times row i to row j:

1 0 a b | a b
k 1 c d| | ka+c kb+d

e 2.Scaling



Elementary Matrix

* How to find elementary matrix?

* Apply the desired elementary row operation on

ldentity matrix

Exchange the 2n¢
and 3" rows

Multiply the 2nd
row by -4

Adding 2 times
row 1 to row 3

COCOR OORKR OO R

O RO O FRr O O F O

e e S i

» -
» -
» -

[l
N O R OO R OO M




Elementary Matrix

* How to find elementary matrix?

* Apply the desired elementary row operation on
ldentity matrix

{4 1 0 0
A=|2 5| EA= Er=10 01
3 6 0 1 0

1 0 0

EzA: E2:O —4 0

0 0 1

1 0 0]

Ead = 2 0 1




Inverse of Elementary Matrix Reverse elementary row

operation
Exchange the 2"¢ and 3™ rows Exchange the 2"¢ and 3™ rows
1 0 O
E,=10 0 1 am) - ]
0 1 0
Multiply the 2" row by -4 Multiply the 2" row by -1/4
1 0 O |
E=[0 -4 o] <mmp E2‘1=l ]
0 0 1
Adding 2 times row 1 to row 3 Adding -2 times row 1 to row 3
1 0 O
E3 =10 1 O
2 0 1




RREF vs. Elementary Matrix

* Let A be an mxn matrix with reduced row echelon
form R.

E, - E,E{A=R

* There exists an invertible m x m matrix P such that
PA=R

P =E, - E,E,

P—l — E1—1E2—1 cee Elzl



Invertible

An n x n matrix A is
invertible. R=RREF(A)=I
n

‘ Ek.”EzElA :In

The reduced row
echelon form of Ais | 4 _

_p-1p-1. . -1
A is a product of = By BT By
elementary matrices




Find Inverse

of a Matrix
(Chapter 2.3-2.4)



2 X 2 Matrix

A:[a Z A_lzlz ﬂ Finde,f,g,h
c

0L -

1 d —b
R e W
ad — bcl—c a

If ad — bc = 0, A is not invertible.




Algorithm for Matrix Inversion

* Let A be an n x n matrix. A is invertible if and only if
the reduced row echelon form of Ais |

Ey - E,E;A=R =1,
A—l

A"l =E, - E,E;



Algorithm for Matrix Inversion

* Let A be an n x n matrix. Transform [ A |_] into its
RREF[RB]

* Ris the RREF of A
* B is a nxn matrix (not RREF)

* If R=1,then Ais invertible
e B=Al
Ey - E;Eq[A I

R Eg - EE]
I A1



Algorithm for Matrix Inversion

Invertible

In

%

o — O

— O O

™ O O

NS To R A

— O

—
—
oo o |
et |
Oln/_d = o=
o
]
147 4___.{
™M O e e i
AN — O o A [k
— 0 O — O
I
I
—
o O - 30_
O —H AN
N
o
— N Y -
™ O ||
N — O o O -
— 0 O AN — O
|
\ﬁ — O O
[

A-1



Algorithm for Matrix Inversion

* Let A be an n x n matrix. Transform [ A |_] into its
RREF[RB]

* Ris the RREF of A
* B is a nxn matrix (not RREF)

* If R=1,then Ais invertible

eB=A1
* To find A'1C, transform [ AC] into its RREF[R C’ ]
« C'=AlC A71C

A

' .

E,---EE{|[A C] =|R E--EE C]

I, A1




Linear Transformation
(Chapter 2.6)



Linear Transformation

* A mapping (function) T is called linear if for all
“vectors” u, v and scalars c:

* Preserving vector addition:
T(u+v)=Tw) +T)

* Preserving vector multiplication: T(cu) = cT(u)

Is matrix transpose linear?

Input: m x n matrices, output: n x m matrices



Linear Transformation

. i ?
* Derivative: linear:

Derivative

' ?
* Integral fromatob
b
function f ‘ Er] J f(t)dt

e.g. x?

(from a to b) e.g. 1 (b3 — a?)
3



Linear Transformation and Matrix

1
LetT:R" — R" be a linear transformation such that e, = [ ]
i i a, | 0

a a, a,

n

L Te) = e Tie)=|

. . :” ? O
. . . en —
_aml_ _am2_ _amn_ 1

Then the m xn matrix whose n columns correspond to 7'(e,)

T(e1):

_an Ay, - aln_

a a P a
A=[T(e) | T(e,) | - | T(e)]=| 2 "2 . 7%

_aml am2 amn_

is such that 7'(v) = Av for every vin R".

A 1s called the standard matrix for 7.



Linear Transformation and Matrix

Proof: _ -

vV=| 7 |=ve tve,+---+ve

T'saL. T.=>Twy)=T(ve +ve +--+ve)
=T(ve)+T(ve)+--+T(ve)
=vT(e)+v,I(e)++vT(e,)

dyp Ay o 4y, Y a, v, +apv, +---+a,v,
gy =| %21 G oy | Vo ) o TApV, Tt ay,V,
_aml am2 o amn | _vn | _amlvl + am2v2 Tt amnvn




Linear Transformation and Matrix

:Vl

=v,T(e)+v,T(e,)+--+v T(e,)

ml

TV,

m?2

+ ..o

+V,

mn

Therefore, T(v) = Av for each vin R”



Linear Transformation and Matrix

1 3r1 + T3
T(x) =T (| a9 = T1 + To
_$3 1 i —£U1—$2—|—3563 i

Ax =

3 0 11 [X4
1 1 O] [X,
—1 —1 31 IXxq4



Linear Transformation and Matrix

Let A be an mxn matrix. The function 7 defined by

T(v) = Av

1s a linear transformation from R” into R™.

« Note:

Av =

R" vector
R
a, |
dyy 1| Va2
amn | _vn

R" \l/ector

a,,V, Ta,,v, T

+ a,, Vv
+ a,,Vv

n

n

+a Vv

mn n




Rotation Matrix

* (Rotation in the plane)
Show that the L.T. T :R*> — R’ given by the matrix

e {cos@ —sin 9}

sin@ cosé

has the property that it rotates every vector in R?

counterclockwise about the origin through the angle 6.

Sol:
v=(x,y)=(rcosa,rsin) (polar coordinates)

A

r . the length of v
a - the angle from the positive

x-axis counterclockwise to

the VeCtor V ‘ Rotation in the Plane :



Rotation Matrix

T(v) = Av = [cosd —sin H}[x} _ [cos ¢ —sin (9:”:7” COS a}

sinf cos@ |y sinf cosf@ || rsina

B rcos@cosa—rsin@sina}

rsin@cosa +rcosfsina

B {r cos(@ + 05)}

| rsin(@ + )

r * the length of 7(v)

0 +a - the angle from the positive x-axis counterclockwise to
the vector 7(v)

Thus, 7(v) 1s the vector that results from rotating the vector v
counterclockwise through the angle 6.



Projection Matrix

* A projection in R3

The linear transformation 7: R> — R’ is given by

1 0 0]
A=|0 1 0
_O O O_ “ £x,y, 2)
is called a projection in R°. 1

S0 e “ - '.;l:;(-r‘.sv;'
CT(xy,9)=(5y,0)

Projection onto xy-plane



Linear transformation and matrix

* Example: reflection about a line .£ through the
origin in R’

special case: £ is the horizontal axis

b el 5
" Azlé —01]
G




Composition of Linear

Transformations
(Chapter 2.7)



Matrix Multiplication - Meaning

* Composition
* Given two transformations f and g, the transformation

g(f(. )) is the composition gof_

y=gw) «-«v = f(x) «-«x

y=9(f(x))« g°f « X

Matrix multiplication is the composition of
two linear transformations.




Matrix Multiplication -
Composition

* Composition

m X n
e i
Y = Av v=Bx ,

gl
mXp



Matrix Multiplication - Meaning

ol ol

Y = Av v =Bx ,

- ol |

0

mxop

1
0

o+—x:

Input
standard
matrix




Matrix Multiplication - Meaning

ol ol

Y= Av v=Bx ,

mxop

0
1

0

HO:

Input
standard
matrix




- -

Y= Av v=Bx ,

y« C = AB «x

The composition of A and B is

C =[Ab, Ab, - Ab,]

Matrix Multiplication



Example — .
reflection about
the x-axis rotation by 180°

reflection about the y-axis



Example [0 O] [ 5= ]

reflection about
the x-axis rotation by 180°

reflection about the y-axis



LU Decomposition
(Chapter 2.6*)



LU Decomposition

Let A be an m xm nonsingular square matrix. There exist two
L and U such that A=LU, where L is a lower triangular matrix
and U is an upper triangular matrix (assuming no row
exchange in doing RREF on A).

_111 0 0 _“11 Uy, U, |
- 12.1 12.2 0 U — 0 u.22 U,
_lml lm2 lmm | | O O umm_




How to do LU decomposition?

6 -2 2]
4=112 -8 6 1T Elementary Row Operations

|3 -13 2
(6 -2 2] 1 0
0 -4 2|=| -2 1
0 —-12 1| |[-1/2 0

0
1

6 -2 2]

1 (6 -2 2]
=0 -4 2 [=|0
0

E) 0 O
o =2 1 0112 -8 6
0 0 -5| | 1 0 1|3 -13 2
| | | |
E

U E,

A =... =U (upper triangular)
= U=E,~E, A =>A=E)"' - (E)'U



How to do LU decomposition?

We have 4= [

6
12
3

S O =
_ O

-2 2
-8 6
-13 2

_—0 O

|

1
2

oo =
W - O

_—0 O
Il




Use LU decomposition to solve
system of linear equations

1 0 0 6 -2 2

Based on the above, we have 4 = LU, 12l 2 1 ol U=|0 -4 2

1/2 3 1 00 =5

To solve AX = b, we first solve LY = b i -
(AX =LUX =b; Let UX=Y) R A
2 1 0fy,|=|14

) 8 1/2 3 1|y, | [-17

Then y=|y, |=|-2 S

V3 =15

6 —2 2 xl 8 X,
Now, we solve UX =Y 0 -4 2 |x|= -2 Xy | =
0 0 -5|x| |-15 X,



LU Decomposition vs. Gaussian

Elimination

What is the challenge of solving A« — b

"1 Huge matrix A !!!

Time complexity for solving systems of linear equations

(on n x N matrices)
e Gaussian Elimination: O(n3) time
* LU Decomposition: O(n3) time

* Given L and U, solving (LU)x = b: O(n?) time
Suppose we need to solve Ax=b,, b,, ... b,
* Naive Gaussian Elimination: O(mn3) time
* LU Decomposition: O(n3) + mO(n?) time

e Other matrix decomposition: Cholesky, QR, spectral, singular value

T T
s =S &= =

00 4

4

n
2 -1 1 9]
-1 -2 1 36
4 -3 203
362039
"nztime

8

0 -1 -2 -2 -1

0 -1 6

6

1 |




Cholesky Decomposition

A simplified version of LU decomposition for
symmetric matrices.

A=LL"
where L 1s a lower triangular matrix
E.g. 2 4 =3
4 14 —-9| =
-3 -9 12 _
- 21/2 0 0 1|21/2 gt/2 _(2)1/2
g1/2 6172 0 2

3
0 61/2 _O\1/2
G)
1o o 612

9./ 3./ /
_(_N1/2 _ (_\1/2 612
_(2) (2)



Matrix Decomposition A=XY/

* Decomposing a matrix into the product of a sequence
of “nice” matrices (normally 2 or 3) 1s very useful in
Linear Algebra.

* Analogy: Given the product of two prime numbers
m=p*q, decomposing m into p and q is considered
computationally difficult, on which the famous RSA
crypto system 1s based.

* There are several important matrix decomposition
approaches in Linear Algebra, including “Singular
Value Decomposition” which 1s behind the success of
Google search.



Cholesky

Eigenvalue

Schur

QR

SVD

Some Important Matrix

Decompositions
mm

A=LLT
A=PDP-L

A=UTU!

A=QR

A=USVT

L: lower-triangular
U: upper-triangular

L: lower-triangular

P: columns are eigenvectors
D: diagonal (eigenvalues)

U: orthonormal
T: upper triangular (eigenvalues
along diagonal)

R: upper triangular
Q: orthonormal columns

U, V: orthogonal
S: diagonal

A: square matrix; no
interchange in RREF

A: symmetric square matrix

A is square with complete
eigenvectors

Ais square, U and T might be
complex matrices

A has linearly independent
column vectors

None



More on Matrix
Rank



Recall

Column Correspondence Theorem

a, a, a3 a, a

11l 2 —-112ll1

11 =2 1 |2ll3

A= 21 4 =312ll0
-3 -6 2 |03

a; = —a;ta,

Ch

2

6
3
9

r

o OO =

r, I

2

0
0
0

0

1
0
0

O = O O

ro=—r+r,

# of ind. columns of A = # of ind. columns of R




Recall

Row operations preserve “span”

(1 2 -1 2 1 2 ]s;

1 00 -1 -2 -2 -1 s,
00 0 4 4 8 |s,
|00 -1 6 6 15 |s,

t, =

3s,+2s,-5s;+1s, =
1 2 -1 2 1 2
A -1 -2 1 2 3 6
2 4 -3 2 0 3

-3 =6 2 0 3 9

1 2 -1 2 1 2

o o0 -1 -2 -2 -1

0O 0 O 4 4 8
00 0 8 8 16

3s,+2s,-5s,+1(t,+s,)

1 200 —1
0010 0
=10 001 1
0000 O

# of ind. rows of A = # of ind. rows of R

—5
—3

2

0




Review: Rank A

s[4 Maximum Number of Independent Columns
Number of Pivot Columns
Number of Non-zero rows

Number of Basic Variables

Maximum Number of Independent Rows

1 2 -1 2 1 27 (1)2 0 0 -1 -5
A |1 -2 1 236 5 0o 0o 0 -3
2 4 -3 2 0 3 o0 o0 1 2

-3 6 2 0 3 9 0000 0 0

NG # of ind. Rows (Columns) in A = # of ind. Rows (Columns) in R



Properties of Rank

e AisamXxn matrix.

Rank A < min(m,n)
 Ais said to have full rank if Rank A = m or Rank A =n.
e Ais said to be rank deficient if it does not have full rank.

e Rank A = Rank AT
Note: Rows of A = Columns of AT
# ind. Rows of A = # ind. Columns of AT

T T

Rank A Rank AT



Properties of Rank

* Let E be an elementary matrix
Rank(EA) = Rank( A)

(proof) Elementary row operations preserve row

independency.

e If Aisa m x n matrix, and Q is a m x m invertible

matrix. Rank(QA) = Rank(A)

(Invertible matrix is a product of elementary matrices.)



Properties of Rank

* (1) If Ais a m x n matrix, and B is a n x k matrix.
Rank(AB) < min(Rank(A), Rank(B))
* (2) If B is a matrix of rank n, then
Rank(AB) = Rank(A)
* (3) If Ais a matrix of rank n, then

Rank(AB) = Rank(B)



Properties of Rank

(1a)
Rank(AB) < Rank(A)

PA = R in RREF Rank(AB) = Rank(PAB) = Rank(RB)
Pis aninvertible matrix ~ Rank(4) = Rank(PA) = Rank(R)

Rank(R) _ It can also have
Zero rows




Properties of Rank

(1b)
Rank(AB) < Rank(A) = Rank(AB) < Rank(B)

(proof)
rank(AB) = rank(B'A") < rank(B') = rank(B)
K J

f
From (1a)




Properties of Rank

Suppose A is a m x n matrix, and B is a n x k matrix.

We know Rank(AB) < min(Rank(A), Rank(B))
(2) If B is a matrix of rank n, then Rank(AB) = Rank(A)
PA = R in RREF Rank(AB) = Rank(PAB) = Rank(RB)

Pis an invertible matrix ponk(4) = Rank(PA) = Rank(R)

L e
Rank (R) 2 } Independent
r

% R B RB



Properties of Rank

Suppose A is a m x n matrix, and B is a n x k matrix.

We know Rank(AB) < min(Rank(A), Rank(B))

(3) If A is a matrix of rank n, then Rank(AB) = Rank(B)

(proof) rank n

rank(AB) = rank(B'A") = rank(B'") = rank(B)
| |

|
From (2)




Properties of Rank

Suppose A is a m x n matrix.
Rank(A™A) = Rank(A)

(Proof) PAT = R, P isaninvertible matrix, R_, . isin
RREF. Hence, Rank(R) = Rank(A)

Rank(ATA) = Rank(P*RRT(P1)7) =
Rank(RR") = Rank(R,R,")= Rank(R,)

= Rank(R) = Rank(A) 1

R, 2 oTaz

R"=[(R;"); 0] ; Ryis full rank. 0 e




Properties of Rank

Rank A is the minimum r such that

A= XY
n r n
m A = m| oy |7 Y
size = mn size = r(m + n)

For smallr, mn > r(m +n)



Properties of Rank

Given a n x k matrix M, let T,, be its linear
transformation.

Rank (M) is the maximum number of linear

independent vectors in range(T,,).
Rk

Co — domain(T,,)
Ty

Range(T,,)

Rn



Properties of Rank

e If Aisa m x n matrix, and B is a n x k matrix.
Rank(AB) < Rank(A)

Rank(A)
_
Rank(AB)

R™  Rank(B) Rk

HW: Proof Rank(A + B) < Rank(A) + Rank(B)



