Chapter 1

Matrices, Vectors, and Systems
of Linear Equations
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Vectors and Matrices
(Chapter 1.1)



What is a vector?

* Physics student: Vectors have lengths and
directions.

—_ \/

* Math student: Vectors satisfy a set of rules:
u+v, 3uarevectors,u+v=v+u,
(u+v)+w=u+(v+w), ..

* EE/CS student: A vector v is a sequence of

numbers V=

(NS




Vectors (from EE/CS viewpoint)

-
e A vector v is a sequence of numbers v=|2
» Components: the entries of a vector. 3.

* The i-th component of vector v refers to v,
*v,=1, v,=2, v;=3

* If a vector only has less than four components, you
can visualize it.

NOTE: Later we will see a more
general definition of a “vector”




Vector Set { 2
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A vector set with
4 elements

e A vector set can contain infinite elements
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Vector Set

* " :\WWe denote the set of all vectors with n entries
by R"




Scalar Multiplication

v:]_ 2172 ................................. i
V= Vs 2v/ ¢

cv




Vector Addition

YA




Objects having the
Properties of Vector  following8 properties

are “vectors”.

For any vectors u, vand win R", and any scalarsaand b
*u+v=v+u

c(u+v)+w=u+(v+w)

* There is an element 0 in R" such that 0 + u=u

* There is an element U’ in K" such thatju’(+u=0

*lu=u =-u

* (ab)u = a(bu) o

* a(u+v) = au +av 0 = | : | zero vector
* (atb)u =au + bu n

In Chapter 7, the above will be generalized to “vector space”



| 2 3 51 [11 [1 2 3]
Matrix A=[3 1 =1 2 1X3
—2 1 1 4 3] 3X1

* If the matrix has m rows and n columns, we say the
size of the matrix is m by n, written m x n

* We use M, to denote the set that contains all
matrices of sizem x n

2 columns
3 columns 1 4
1 2 3 3rows |2 5| eM
2 rOws 3x2
[4 5 ] EMea 3 6.



Matrix

j-th column is called (i,j)-entry of the matrix

(1,2)-entry

2 5 A=
A=13 1 -1

1
(3,1)-entry A

(3,3)-entry

[ 11

azq

aq2
d22

vectors

5% Row B Column

* Index of component: the scalar in the i-th row and




Matrix

e Two matrices with the same size can add or
subtract.

* Matrix can be multiplied by a scalar

1 4] 6 9]
A=|2 5 B=18 0 9B
3 6. 9 2

A+B A-B



Properties

A, B, Care mxn matrices, and s and t are scalars
*A+B=B+A
(A+B)+C=A+(B+(C)
* (st)A = s(tA)
es(A+B)=sA+sB
e (s+t)A = sA + tA



#

¥Ry Matrix

n

Square matrix m{\} m=n

0

3 5]
-1

0 0 |

Upper Triangu

Matrix

ar

diagonal

i 0 0
3 0
—2 1 N
Lower Triangular

Matrix




Is I3 a diagonal matrix?

. YES
/._
= z = g—— EI/\] M atrlx Is 0343 a diagonal matrix?
YES
* Diagonal Matrix 0 0 All non-diagonal
0 0 elements are “0”.
0 0
° Identity Matrix 1 0 O
L=|0 1 0 gre;\oted by I (any size)
0 0 1 "
* Zero Matrix
0 10 0 O Denoted by O (any size)
2X3 — [0 0 0] or Omxn



Transpose

e If Ais an mxn matrix, AT (transpose of A) is an nxm
matrix whose (i,j)-entry is the (j-i)-entry of A
(1,2)

Transpose
3 ) A7 :EI o ]
2

(2,1) (2,3)

N
||
O 0 O

(3,2)

=4 =4

Column # X Row ; Row &k Column

Why do we care about the transpose of a matrix?
Will explain later!



Transpose

A and B are mxn matrices, and s is a scalar
« (ANT =4

e (sA)T =sAT

« (A+B)T = AT + BT }This is a linear system ©

Symmetric Matrix AT = 4

: 1 2
— ) —1 — AT — T




Vectors anc

matrices are special

cases of tensors?
1 102 4] e [T
S 2 2 3 _1 l Gt Tra1 T Tasz O222 Tasa Taq;::;f;ass
Ta11 Tzt Taz ||| Ta12 Tazz Taaz
_3_ i 4 _]. 5 i T;;;:;Tsat mde‘l"’g’zﬁzex@)
Scalar (Rank 0)  Vector (Rank 1) Matrix (Rank 2) Rank 3 tensor

The above is an over-simplified definition of a tensor.
So what is a tensor?

* Informal Definition: An object that is invariant under
a change of coordinates, and has components that
change in a special, predictable way under a change

of coordinates.



Matrix-Vector Product
(Chapter 1.2)



Matrix-Vector Product

1411 Q12 Qqp] X1 ]
A1 dpp =0 Uzpn X2
A — . . . . X = :
_Iaml Am2 = AmpumXn | XnlnX1
A11T1 + 19292 + *** T A1nTn Dot Product
Aoy +d29%9 + *»* 09, Ty with Row
Ax =

Pml 1+ 0maZa + -+ Qmpnn mX 1

1
12 3 - _
A_LL 5 6 X‘[g AX I ]



Matrix-Vector Product

Ax

ai; dq2 0 Qqp (X1
z1 Gz = Qzp _1*2
5 5 . 5 X = .
Am1 Am2 ° OGmn_ | Xn |
A11T1 + 19292 + *** T A1nTn Dot Product
a21L1 +G422Z2 + + * + A2,Tn with Row

Am1T1 + Am2T2 + - - + AmnTn

Weighted sum of Columns



ai1
azq

Am1

i 0 Qup X1
Az =+ d2q v = X2
Am2 - Amn. Xn_

a11T1 + @122 + -+ A1 Th
A21L1 + Q222 + -+ + A2p, Ty

Ami1L1 + Am2L2 + -+ AmnLn

Ax

Linear ‘b — Ay

The matrix A represents the system.



Linear
System

a11T1 + a1222 + -+ A1pnTh = b
A21T1 + A92T2 + -+ + A2pTy = b
Am1T1 + AmaTo + +++ + QmnTy, = bm

<

Matrix-vector product: Ax =D



Properties of

Matrix-Vector Product
(Chapter 1.2)



Matrix-vector Product

 The sizes of matrix and vector should match.

A,: 2 3 AII: 0 _1
1 4. 3




Properties of
Matrix-vector Product

* A and B are mxn matrices, u and v are vectors in R”,
and cis a scalar.

cAlu+v) =Au+ Av
* A(cu) = c(Au) = (cA)u

1 0 07[V1]

* (A+ B)u = Au + Bu 0 1 ollv

e AQ is the mx1 zero vector 0 0 111Lvs]
e Qv is also the mx1 zero vector V1]
V=" = |V2
" V3.




Properties of
Matrix-vector Product

e A and B are mxn matrices. If Aw = Bw for all w in
R lsittruethat A = B?

Aej = a;j, where ¢; is the j-th standard vector in "

1 Column Aspect
Aey =[a1 - an][i] =1-a4+0-a,+--+0-a,
0

1




Linear Combination
(Chapter 1.2)



Linear Combinat

Ion

* Given a vector set {uq, Uy, -+, Uy}

* The linear combination of the vectors in the set
° D = Clul + CzuZ + o 4 Ckuk
* C1,Cy,+, Cy are scalars (coefficients of linear

combination)

vecorsets{[1], 3], [ ]

coefficients: {—3,4,1}

-3 [ﬂ T4 B] * [—11
- 3

HE R weighted sum 1l ©




Column Aspect

a1lr1 Hago + -+ - +la1nftn = b
agilr1 Hagos + - +lagpfr, = b
amilt1 +lamdxro + -+ Hamhxr, = 0,
a, a; a,
-
A=[1 Az - a,] xl
Xn

Ax = x1aq + x,a9 + -+ x4,



System of Linear Equations vs.
Linear Combination

Non empty solution set?

AX — b Has solution or not?

(A system of linear equations)
The Same
guestion

Column Aspect
Ax =b Is b the linear
=xaq + x,a, + -+ x,a, combination of

columns of A?

linear combination of
columns of 4



Example 1

3x; + 6x, =3 a=1[3 ¢

2x1 +4x, =4 A:B Z x:[z] b:[ﬂ

Has solution or not?

Is b the linear combination of columns of A?

4 () [}




3x; +6x, =3
Example 1 20, + 4x, = 4

* Vector set: {B] ‘ [i]}

° |s [i] a linear combination of {B] , [i]}? NO

i
. S 4l
The linear combination is
always on the dotted line. /i6
3 4
g

Has solution or not?

“‘
“‘
P
e®
e®
e®
“‘
P
e®
““
.



Example 2

2x1+3xZ:4 AX:b

3x: +1x, = —1
i A:[z 3 x:[xllbzlar]
3 1 X2 —1

Has solution or not?

Is b a linear combination of columns of A?

] (3] 3)




2x1 +3x, =4
Examp\e 2 3x, + 1x, = —1

(3]
4]

Has solution or not?




Example 2

* If uand v are any nonparallel vectors in R?, then every
vector in R2is a linear combination of u and v

* Nonparallel: u and v are nonzero vectors, and u # cv.

u1_x1 +v1x2 = by
“ U5 -|=va2 = b,
v u and v are not parallel
l ?
Has solution

* If u, vand w are any nonparallel vectors in 3, then every
vector in K3 is a linear combination of u, vand w? NO



Example 3

2X1+6X2:_4‘ AX:b

1x, +3x, = —2
! 2 A:[z 6 x:[xllb:[—ﬂr]
1 3 Xy —2

Has solution or not?

Is b the linear combination of columns of A?

) [HEH|




Example 3

* Vector set: {[ﬂ ’ [gn

le + 6X2 = —4
1x, +3x, = —2

Has solution or not?

° Is [:42}] a linear combination of{[ﬂ , [g }? Yes

H

a®
a®
a®
s®
“““
Py
a®
a®
a®

“““

uandv are ) _
Has solution
not parallel *




Having Solutions or Not
(Chapter 1.3)



Review

~

-

x b
System

a11L1 + A12%2 + -+ + A1p Ty
a21L1 + A22%2 + -+ + G2, Ty,

Am1T1 + Am2T2 + -+ + QGpnTy =

System of Linear Equations

Matrix-vector product: Ax =D

Given A and b, let’s find x



More
Variables?

Zero,One, Infinity ...

* Considering any system of linear equations with 2 variables
and 2 equations

11X, + Qi2Xy = Dy weeee. line 1
Ay1X1 + AyoX5 = by ... line 2
line 1 t line 1 N

line 1\ line 2 \

=line 2
AN T

unique solution no solution infinite solutions
consistent Inconsistent consistent




Only Unique and Infinite?

RITEABER B M

p —EREER
N ZIES S

iz ?

[o]

X?

+d

0.3u 0.3b 0.7v 0.7b
0.4u 0.4b 0.6v 0.6b

3rd solution 0.3u + 0.7v 0.3b+0.7b =Db
4th solution 0.4u + 0.6V 04b + 0.6b =D



Solving System of

Linear Equations
(Chapter 1.4)



Equivalent

* Two systems of linear equations are equivalent if
they have exactly the same solution set.

equivalent




Equivalent

Applying the following three operations on a system of
linear equations will produce an equivalent one.

1. Interchange

3X1 +x2 —_ 1 X1 _3X2 —_ O
X1 _3x2 = 3x1 +X2 =10

2. Scaling (non zero)

3X1 +x2 — 10 3x1 +x2 — 10
X1 —3xp =0 X(-3) —3x; +9x, =0

3. Row Addition

3x1 +x2 — 10 1OXZ — 10
x1 —3x, = 0X(-3) x; —3x, =0



Solving system of linear equation

* Strategy

* We know how to transform a given system of linear
equations into another equivalent one.

 We do it again and again until the system of linear
equation is very simple

* Finally, we know the answer at a glance.
x; —3x%, =0 X (_3)j> x1 —3x;, =0
3x1 +x2 =10 1OXZ =10 X 1/10
X5 1 x, =1 X3




Augmented Matrix

* a system of linear equation

a11r1 + a12x2 + -+ a1ty =

A21L1 + A22X2 + -+ + Ao Ty

b1
5 m) Ax=D

Am1T1 + Am2T9 + -+ AmnLn = bm
(117 Q12 Aqp |
| Q21 Qpz 0 Qzpn
= . : ., : X =
mXxn
Anm1 Amz2 0 Aqun

coefficient matrix




Augmented Matrix

* a system of linear equation

a11r1 + aoro + -+ apr, = by

a2171 + agxo + -+ agpr, = b

Am1T1 + Q2T + -+ + QypTy, = bm

m x (n+1)
mxn mx1 ail a2 - A1n
a1 a22 A2n
| Alb | =

Am1 Am?2 Amn

augmented matrix




Back to Equivalent

* 1. Interchange

3x1 -|—_X'2 =1 X1 —3X2 =0
x1 _3x2 — 3xl +X2 — 10

* 2. Scaling (non zero)
3X1 +x2 — 10 3x1 +x2 — 10
X1 —3xp =0 X(-3) —3x; +9x, =0

e 3. Row Addition

3x1 +X2 —_ 10 10X2 —_ 10
X1 _3X2 — OX('3) X1



Back to Equivalent elementary row operations

* 1. Interchange Interchange any two rows of the matrix

D= 7l

Multiply every entry of some row by
the same nonzero scalar

[3 10] 3 1 10
-3 9 0

* 2. Scaling (non zero)

Add a multiple of one row of the
matrix to another row

[3 101)((") [o 10 10

e 3. Row Addition



Solving system of linear equation

A complex system of A simple system of
linear equations linear equations

Ax=b <(——) 'x=b'

@ equivalent ﬁ
A<[Ab] Bp A'Ep A" B B R=[R'b']

elementary row operations

1. Interchange any two rows of the matrix
2. Multiply every entry of some row by the same nonzero scalar

3. Add a multiple of one row of the matrix to another row



—3x, =0 X3 o [ -3 0|X3:
{3)(1 +X2 — 10 » [3 1 10

xy —3x, =0
10x, =10 x1/10 [0 10 10 X 1/10

\ 4 \ 4
{X1 _jzx 2 ==1 0 X3 [(1) _13 2]) X3
\ 4 \ 4

S |1

<?



Solving system of linear equation

A complex system of 5999 A simple system of

linear equations linear equations

Ax=Db R'x =b’

‘ equivalent t
A<[Ab] Bp A'Ep A" B B R=[R'b']

Reduced Row
elementary row operations: Echelon Form (RREF)

1. Interchange any two rows of the matrix

2. Multiply every entry of some row by the same nonzero scalar

3. Add a multiple of one row of the matrix to another row



Reduced Row
Echelon Form (RREF)

(Chapter 1.4)



b=

Reduced Row Echelon Form

* A system of linear equations is easily solvable if its
augmented matrix is in reduced row echelon form

* Row Echelon Form (REF)

1. Each nonzero row lies (2 -3 9 4
above every zero row 0 0 4 6 8

0O 0 0 3 5
2. The leading entries are O 0 0 0 0 0
in echelon form 0 0 0 0 0 0




Reduced Row Echelon Form

* A system of linear equations is easily solvable if its
augmented matrix is in reduced row echelon form

* Row Echelon Form (REF)

1. Each nonzero row lies
above every zero row

2. The leading entries are
in echelon form

@
0
0

0

NO
0 0 6 3
D 5 7
0 2 4
0 0 0

No zero rows

o R g




Reduced Row Echelon Form

* A system of linear equations is easily solvable if its

augmented matrix is in reduced row echelon form

* Reduced)Row Echelon Form (RREF)

1-2 The matrix is in row
echelon form

3. The columns containing

N

L O

v GO =

the leading entries are
standard vectors.

o O

o &




Reduced Row Echelon Form

* A system of linear equations is easily solvable if its
augmented matrix is in reduced row echelon form

* Reduced)Row Echelon Form (RREF)

1-2 The matrix is in row
echelon form

3. The columns containing

the leading entries are

standard vectors.




Reduced Row Echelon Form

A R
@O 2 -1 21 2° D200 -1 —5]
1 -2 236» oMo o -3
2 4 -3®@o0 3 o\ 0 12
3 —6 2 0 3 9 o\ofofo o o

Leading Entry

The pivot positions of A are (1,1), (2,3) and (3,4).

The pivot columns of A are 1%, 3@ and 4t columns.



RREF is unique!

Not going to prove

* A matrix can be transformed into multiple REFs by row

operations, but only one RREF

1
« [0
-2

-1 3 ’o’ 1
—6 _5 3 .lllllll->|:0
-1 1 0 0

REF
-2 -1
3 3
0 1
REF
-2 -1
3 3
0 3
REF
-2 -1
3 0
0 3

RREF

2
1 0 0 —4
3 “
_6 --------' O 1 O _5
9 do o1 3



RREF is uniqgue — Proof (by Induction)
12037’1 1 2 0 3 s 0 0 0 0 ri—s
R- [ 2] S= [o 0 1 4 52] ﬂ-S:[O 0 0 0 ry—s,
000 t, 00 0 0 u 000 0 t—u

consider x = | Ax=0 <> Rx=0 and $x=0;
R Sare RREFof R Considerx=ix| po,co (R§)x=0 ms x, =0

Claim:¢,z0. [§ " -
If t, = 0, consider y= | = .y—O -- a contradiction,
0 sincey: # O

ft,z0 mp t;, =1, r,=7,=0
Likewise, we can show thatu; #0 = uy,=1,5,=5,=0



How to find RREF

(Chapter 1.4)



Reduced Row Echelon Form (RREF)

e Gaussian elimination: an algorithm for finding the
reduced row echelon form of a matrix.

Original
augmented matrix

echelon form
1 -2 -1 3 1 -2 -1 3 1 0 0 —4
3 6 -5 3| s...5]0 3 3 6| —>--—>1010 =5

2 -1 1 0 o 0 1 3 0O 0 1 3

A row echelon form The reduced row

Elementary row
operations

Elementary row
operations

* Because RREF of a matrix is unique, the order of
elementary row operations in not important.



r1 +209— w3 +204+ x5 =2
—T1 —QCIZQ—I— I3 —|—2$4—|—3£C5:6

Examp‘e 1 2x1 +4x9—3x3+ 224 =3
—3x1 — 6z + 273 +3x5=9
1 2 -1 2 1 2
-1 -2 1 2 3 6
2 4 -3 2 0 3
-3 -6 2 0 3 9
- b

-1 2 1 2
0 4 4 8
-1 -2 -2 -1
-1 6 6 15

o O O
o O O




Example 1

<

L1

2x1 +4x9—3x3+ 224
—35131 — 65132 -+ 2.5133

+2x9— o3 +224+ x5 =2
— X1 —25132—|— I3 —|—2£I?4—|—3£C5=6

1 2 -1 2 1 2
0 0 O 4 4 8
o0 -1 =2 -2 -1
0 0 -1 6 6 1o
=
1 2 -1 2 1 2
0O 0 —1 =2 -2 -1
0 0 0 4 4 8
0 0 -1 6 6 15

=3
‘|‘3£C5:9



r1 +209— w3 +204+ x5 =2
— X1 —25132—|— I3 —|—2£l34—|—3£€5:6

Examp‘e 1 2x1 +4x9—3x3+ 224 =3
—35131—6332—|—2583 —|—3.CC5:9
1 2 -1 2 1 2
o o0 -1 -2 -2 -1
'1< 00 0 4 4 8
00 -1 6 6 15

-

-1 2 1 2
-1 -2 -2 -1
0 4 4 8
0 8 g8 16

o O O =
OO O o




r1 +209— w3 +204+ x5 =2
— I —25132—|— I3 —|—2£l34—|—3£€5:6

Examp‘e 1 2x1 +4x9—3x3+ 224 =3
—35131—6332—|—2583 —|—3.CC5:9
1 2 -1 2 1 2 ]
o o0 -1 -2 -2 -1
) 0O 0 O 4 4 8
<_ 0O 0 O 8 8 16
-
I —1 2 1 2 ]

1 -2 -2 -1
0 4 4 8
0 0 0 0

oS O O
S O O




r1 +209— w3 +204+ x5 =2
— I —QCIZQ—I— I3 —|—2£l34—|—3£€5:6

Examp‘e 1 2x1 +4x9—3x3+ 224 =3
—35131—6562—|—25133 —|—3.CC5:9
1 2 -1 2 1 2 _B
o o0 -1 -2 -2 -1 )
0 0 0 41 %1 g2 >
I 0O 0 O 0 0 0 ]
-
1 2 -1 0 -1 =2
O 0 -1 0 O 3
O 0 O 1 1 2
000 0 0 0 0




X1 +2r9— T3 +204+ x5 =2
— X1 —QCIZQ—I— I3 —|—2£l?4—|—35135=6

Examp‘e 1 2x1 +4x9—3x3+ 224 =3
—35131—6582—|—2333 —|—3£C5:9
1 2 -1 0 —-1 -2 |~ua
0 0 N10 0 -3% >
O 0 0 1 1 2
00 0 0 O 0 |
-
@2 0 0 -1 —-5]
0o 0oDO 0 -3
000 @O 1 2
10 0 0 0 O 0



X1 X, X3 X, Xg b
1 2 0 0 -1 -5
Example 1 0010 0 -3
0O 0 0 1 1 2
0000 0 0
[ Move Free
Variables to
r1+2r9 4+ —x5=-—93theright
X3 =—3 ~
Ta+xr5= 2
X1 —5 —2x, + Xxg -2 1 —57
X2 ) 1 0 0
X3| = —3 =x,| 0| +x5] 0O +|-3

X4 2 — Xs / 0 /‘ —1 2
x5l | Xs 0. |1 L0 -

Solution in parametric form




X1 —5 —2x, + x57.8
X2 Xy 1
x3| = 3
X4 2 — X5 3
| X5 X5 -1
T1+222  +  —X5=—
X3 =—3

] X, -8 .
—5/2—1/2x1 + 1/2x4
-3
2 — Xc 3
X5 -1

— 2 1 (—5]
1 110
0 +X5 0 —3
0 —1
L 0 -1
r
afreec
Xy = —E—Exl +§X5
B =—0——DF 5
s—free—
563:—3
Ta=2 — T
xs Iree
1 C 0 0
—-1/21 111/2 —5/2
0 +x:=1 0O —3
0 —1 2
0 L1 0




Span

(Chapter 1.6)



Span

 Alvector set|S = {u, u,, -, uy}

* Span S is the|vector set|of all linear combinations
of u, Uy, -+, uy

Span S = {ciu; + cou, + -+ cpuy| for all ¢y, cy, -+, Ci }

* VectorsetV = Span §
e “S is a generating set for V" or “S generates V”

* One way to describe a vector set with infinite
elements



span 3=}

. Let S, = {[0] , what is Span S, ?
0 Span$;

* Ans: { [8] } (only one member)

T

* Let 5; = { [_11] }, what is Span §;7?

. Span S, = {[_11”_22”11] ...... \

* If S contains a non zero vector, then Span S has
infinitely many vectors



Span

_¢[1 _ 401712
LetSl—{[_ll} LetSz—{Lll,[Z]}
Span §; =? what is Span S, ?

Span S, Y Span 5; Y

B

= ST

Span $; = Span S,

(Different number of vectors can generate the same space.)



Span

* Let S5 = { [_11] , [_22] , ﬁ] }, what is Span S37?

Every vector in R?
is their linear
combination

Span S; = R?




Span

s, = (LB s (LB

what is Span 53 =? what is Span S, =?




Useless Vector in Span
(Chapter 1.6)



I L. |
Span [ 1§ =212 H Every b has
ol 12811 21 solution

*
.* ot
.* *
. 'Y
. .
“ ‘

’ = T—?i— E M — ﬂﬁl \I K = E/ zars S p an
B/ Vector Set

Every vector in R?
is their linear
combination

Span S; = R?




ZERVector RY45fEL  Given vector set S = {uy, u, -+ uy, v}

Given vector set S" = {u, u, -+ u; }

v 2585 v 5= S SERALSI
, linear combination
Span S = Span § (v € Span S’ )

v =|byuqy + bou, + -+ bruy

Target w € Span S
w=cu; +cu, + -+ cpu, + cae Span S’
w € Span S = (¢ + cby)uy + (c; + chby)u, ...
+(Ck + Cbk)uk
w € Span S’

=ciu; +cou, + -+ c,u; +cv
1U1 2U> kWK € Span S



ZERVector RY45fEL  Given vector set S = {uy, u, -+ uy, v}

Given vector set S" = {u, u, -+ u; }

vESHEHIRKIEN
linear combination
v € Span §')

v = %R

Span S = Span S’ (

v=0u, +0u, +--+0u, +1v

w € Span S v € Span S

I |

w € Span S’ v € Span S’



a11r1 + apro + -+ ar, = b AX p— b

2171 + Ag2T2 + -+ + A2pT, = b9 ,
Has solution or not?
Am1T1 + Qoo + -+ 4+ QmnTn, = D
mlal m24L2 mn+n m The same
guestion
a1 s A1n b, | Is b the linear
x| FolHa| P+ Hx,| =] combination of
Am1 A2 Amn b, columns of A?
The same _
guestion
b | ai11] [z A1n _
. | ¢ Span : : : Is b in the span of the
. )
?
b, A1l lams A columns of A




Dependent and

Independent
(Chapter 1.7)



Ax=0

aiq

Definition xl[ ;

Am1

ain

+ x, + o+ x,

ol

Am2

* A set of n vectors {a,,a,, -+, a,}is linearly

dependent Find one =) Obtain many
* |If there exist scalars x4, x5, :, x5, not all zero,
such that

x}éll +x}§l2 +---+x9,§ln =0

* A set of nvectors {a,,a,, -, a,} is linearly
independent

x1a1 ~+ xZaz + .-+ xnan — 0

Onlyifx; = x5, = --- = x, = 0 | unique



* A set of nvectors {a,a,, -, a,} is linearly dependent

* If there exist scalars x4, x,, -+, X,,, not all zero, such that
x1a1 —+ x2a2 + -4 xnan — 0

* A set of nvectors {a,,a,, -, a,} is linearly independent

x1a1 ~+ xzaz + .-+ xnan — O

Onlyifx; =x, =--=x,=0
—4] —107
?
121 20 Dependent or Independent:
L 6 15 . Ittt

X1 12 +XZ 30 |=0
5L61 -2 115




* A set of nvectors {a,a,, -, a,} is linearly dependent

* If there exist scalars x4, x,, -+, X,,, not all zero, such that
x1a1 —+ x2a2 + -4 xnan — 0

* A set of nvectors {a,,a,, -, a,} is linearly independent

x1a1 ~+ xzaz + .-+ xnan — O

Only ifx1 =Xy ==X = 0
6 1] 7 Dependent or Independent?
31, 18|, (11
3 3 6 | | SEEEE
6 17 7




* A set of nvectors {a,a,, -, a,} is linearly dependent

* If there exist scalars x4, x,, -+, X,,, not all zero, such that
x1a1 —+ xZaz + -4 xnan — 0

* A set of nvectors {a,,a,, -, a,} is linearly independent

x1a1 ~+ xZaz + .-+ xnan — O

Only ifxl =Xy ==X, = 0
_31- ’ 8 ’ __52 Dependent or Independent?
7 (0. 1 | depende
3] 0 —2]

X1 |—1|+x, |0 +x3] 5 [=0
olL71 AnylOl oL 1.

Any set containing zero vector would be linearly dependent




(forn = 2)

Given a vector set {a,, a,, ..., a,}, there exists
scalars xy, x,, ..., X, that are not all zero, such that
X2+ x,a,+ .- +x.a, =0.

X141 + XoAy ... +

XiAj

+ -+ x,a, =0

AKiO DI EIE—IRBIE 0ARE x; # 0

X141 + X2Q5 ...+ XA, = —X;Q;

*n a *n a
- - 1 - - 2 -
X1 X2

le
— X_l a, — a;

Given a vector set {a,, a,, ..., a,}, if there exists any
a; that is a linear combination of other vectors




Linearly Dependent (forn = 2)

a, = c1aq ~+ crAry ... + ChQn

—C1aq1 — Co A7 ... .. —c,a, =0
£/DEIEHFIE 0OBRE

xl-r,tO




Linearly Dependent

(forn = 2)

DU = vectorSet pABHM |
Independent



Ax=0 has infinite solutions

* Columns of A are dependent - If Ax=b has a
solution, it will have Infinite solutions

We can find non-zero R
solution u such that Au =0 A(u+v)=b
— :
There exists v such that u -+ v IS ar\Other
Av=D>b solution different to v

e If Ax=Db has Infinite solutions - Columns of A are

dePendent Ax=0 has infinite solutions
Au=0>b
U#v Alu—v) =0
Av =D

Non-zero



Column Correspondence

Theorem
(Chapter 1.7)



Column Correspondence
Theorem

RREF

A — [al an] — R — [rl rn]

_4--

a; = 3a,-2a, = 3ry-2r,



Column Correspondence
Theorem - Example

a, a, a; a, a a rp r,r; r, o re
(1) 2 —1([2)1) 27 112 o [olf-1
1l =2 1 |2l3] 6 olo 1lollo

A=1191 4 Z3l2llols ! Z=1lolo o]l
3] -6 2 |of[3] 9 1o]o oo]fo




Augmented Matrix: |4 p| —— IR b’}

e The RREF of matrix A is R
Ax = b and Rx = b have
the same solution set?

* The RREF of augmented matrix [A b]is[R b']
Ax = b and Rx = b’ have
the same solution set

e The RREF of matrix A is R | |

Ax = 0 and Rx = 0 have __
the same solution set \ 4 then b’ = 0.




How about Rows?

* Are there row correspondence theorem? NO

O W O DN
|

1 2 -1 2 1
-1 -2 1 2 3
A= 2 4 -3 2 0
-3 -6 2 0 3
- a{
T
Y, a, .
as
! al —.

1
o OO

S O O

S O = O

O = O O

—1

0
1

0

—9
—3
2
0




Check Independence
(Chapter 1.7)



Checking Independence

(1] [ 1 Bl 1] Linearly independent
S=<21,101,141,]2 or not?
LT LTy L] L3

A set of n vectors {a,, a,, ..., a,}is linearly dependent

Given a vector set{a,, a,, ..., a,}, if there exists any a; that is
a linear combination of other vectors

Given a vector set {a,, a,, ..., a,}, there exists scalars x,, x,,
..., X, that are , such that x,a; + x,a,+ --- +x,a,

= vector x

= (0 have non-zero solution



Linearly independent

or not?

Checking Independence
([1] [1] [1] [1]
S=¢1211.10].]4], 2}
1 1 1 3
N T S L
Y
A

= 0 have non-zero
solution or not

X
[y

—_ N =

X
N

_ O =

X
w

—_ s

W N
o O O

-

=




Checking Independence

) X Xy X3
RREF 10 2
‘ 01 -1 0 0
_ ] 0 0 0
d dent
ependen x1 2x3 - xl = _2x3
xZ - x3 — xz — XS
' X3 s free
X4 — O X4 — O
X1 | —2x3 (—2] setting x; = 1
x2 — XS - 1
x3 - x3 - x3 1
| X4 | 0 0

O




Checking Independence

(T 1] [1 (1 1] Linearly independent or
Al I R U B I O B I AL = == 3= 25 & 1
N A T S HBEZET

A set of n vectors {a,, a,, ..., a,}is linearly dependent

Given a vector set{a,, a,, ..., a,}, if there exists any a, that is
a linear combination of other vectors

matrix A
Given a vector set {a,, a,, ..., a,.}, there exists scalars x;, x,,
..., X, that are , such that x,a; + x,a,+ --- +x,a,

vector x

= (0 have non-zero solution




Column Correspondence

Theorem
ans Leading entries
12 (=121 2- '@2/0—1—5'
—1({-2111{ 213 6 0 O 0 -3
A= 2 4 | =32 |0 3 i = 0 0 O 1 2
-3]—6| 203 9 0000 0 0
linearly linearly
independent independent

The pivot columns are linearly independent.




Column Correspondence

Theorem

ans Leading entries
12 (=121 2- '@2/0—1—5'
—1 -2 1123 6 0 0 0 -3

A= 2 | 4 |=3||2 |0 3 = 0 0 O 1 2
=3 -6 2103 9 00 0 0 0 0
a, = 2a, r,=2r,
a- = —a,ta, re = —r;+r,
a, = —5a,—3a;+2a, re = —5r,—3r;+2r,

The non-pivot columns are the linear combination of the

previous pivot columns.




Independent

Dependent
All columns are f
independent _
The column is the linear
combination of left pivot column.

1 )

Every column is a
pivot column If a column is not pivot

Every column in
RREF(A) is a

standard vector.




Independent

All columns are

independent

Every column is a
pivot column

4‘III||||||4‘llI||||||

Every column in
RREF(A) is standard

vector.

[ %

X

X

3X3

X
X

X

%]

X

X

Columns are linearly

independent

RREFI

ldentity
matrix



Independent a%3

All columns are
independent
‘ Columns are linearly
independent
Every column is a
wer |

Every column in | A [

X
*
*

* X % ¥

% % X %

*—

RREF(A) is standard

vector.




Independent
3X4

[k k k k]
All columns are
: * k% k)
independent

X X X *

‘ Columns are Iinea“
ivot column
P RREF 1 lCannot be a

‘ pivot column

Every column in
RREF(A) is standard

vector.




Independent E ﬂ

dependent
[ % b S b S X
A The columns are
3 3 3 3
* dependent
]
(R
1 [ 1] [1] Dependent or
S = 2051 0 s 4, 2 Independent?
I I Y O R B R dependent

More than 3 vectors in R3 must be dependent.

More than m vectors in R™ must be dependent.



Rank of a Matrix

(Chapter 1.7)



Rank

Maximum number of
Independent Columns

Number of Pivot
Column

Number of Non-zero
rOws

Rank R = Rank A

1 2 -1 2 1 2
-1 -2 1 2 3 6
A= 2 4 -3 2 0 3
-3 -6 2 0 3 9
Rank=7? 3

111 21010| =1 -5 |
olof1|o|l o =3
R_000112
|00 JOojof 0O O |




Rank

Maximum number of

G SR RS S » Rank A < Number of columns
Number of Pivot Rank A < Min( Number of
Column columns, Number of rows)

Number of Non-zero
rOws

» Rank A < Number of rows



Matrix A is rank deficient
* Given an mxn matrix A: if Rank A < min(m,n)

* Rank A < min(m, n)

* Because “the columns of A are independent” is
equivalent to “rank A=n"

* If m < n, the columns of A are dependent.

HESE N AR

3X4 A matrix set has 4 vectors
RankA<3 belonging to R3is dependent

Matrix A is full rank
Rank if Rank A = min(m,n)

In R™, you cannot find more than m vectors that are independent.



Basic, Free Variables vs. Rank

Ax =Db
r1 +2x9— w3 +2x4+5r5=2 Tr1+2x —r5=-—5
—r1 —2x9+ 13 +2x4+3x5=06 T3 =—3
2:131 —|—4£132—3£E3—|—2£E4 =3 CC4-|—CE5: 2
—3x1 — 619+ 223 +3x5=9 ———(
11 2 -1 2 5|2/ 11 2 0 0 —1f|-5]
—1 =2 1 2 3|16 » O 0 1 0 O0f1-3
2 4 =3 2 053 O 0 0o 1 1 2
-3 6 2 0 3|9 00 0 0 0]|o]]
A b RREF(A) b’
! ! r1=—90—2x €T
= non-zero row Bl 3 basic variables ! 2+ T
No. column — T3=—3
nullity IE 4 2 free variables _ 9 _
NoN-zero row T4=2 — T




Rank

Rank Maximum number of Number of Pivot
Independent Columns | Columns

Number of Non-zero B Number of Basic
rows of RREF Variables

Nullity = no. column - rank

Number of zero rows B Number of Free




RREF vs. Span

(Chapter 1.7)



Consistent or not

e Given Ax=b, if the reduced row echelon form of [ A

blis ]
R
0O 1 2 -2
0O 0 0 O b isin the span of
0 0 0 O the columns of A
* Given Ax=b, if the reduced row echelon form of [ A
blis ¢ _
R
0 1 2 0
[0 0 0 1] b is NOT in the span
0O 0 0 0 of the columns of A

0-x;+0-x,+0-x3=1



Consistent or not

The RREF of [Ab]is _,

Only the last

column is non-zero d+0

0
0

)
O O|IO|*x ¥ *
O OIO|*x ¥ %
O OIO|x % %
O OIOI*%x ¥ %
o olalx * x

3 4

Rank A # Rank [A b]



A:m Xn

RREF of A cannot have zero row | = =}t i i e




Consistent or not

A:m Xn

Span{ai,

,An} = R™ = Rank A = no. of rows

4

m independent vectors can

span R™

More than m vectors in R™
must be dependent.




comple BT

Consider R?

O =

1
} : [ —2 } } generate R3?
1 yes

independent

-
-

1]

1
1
N/



The Big Picture of Ax = b

[k

X

|k

*
*

% X X ¥

*

X

X

*

* X % ¥

*TX17
¥ X9 |=
*] X3
*1[Xx1 |
* || X2
«||*3

2,
X 'Xl'
* xZ
* (L.
*_

:** **:

Square Matrix:

JiRECE = SR E

M AP SRS 2O A

Fat Matrix:

SRR E <<ER{EEL
R AT HEH HEES 2 7

Tall Matrix:
R FCEY > SR EL
{E B BE i i



Number of Solutions of Ax = b

One Solution
No Solution Infinite Solutions

v F 3 D ey 0 fRY R4S A Y
(Linear regression)

| /
f

Pseudo—-1nverse Matrix
(based on SVD)




Solutions of Ax = b
Zero,One, Infinity ...

No Solution

One Solution

Infinite Solutions

* b is NOT a linear combination
of column vectors of A

* b is a linear combination of
column vectors of A

* Ax=0 only has zero solution

* b is a linear combination of
column vectors of A

* Ax=0 has a non-zero solution



Summary A-mxn x€R"™ beRM™

Is b a linear combination { |s b in the span of the
of columns of A? columns of A7

“NO YES®
No The columns of 4 The columns of A
solution are independent. are dependent.

Rank A = n Rank A < n

il |
il

Nullity A=0 Nullity A >0

Unique solution Infinite solution



A:m Xn

Summary X €R" beRm™
The columns of A
* ok *x[xq] 3l are independent. B kil | LAY B E:
Xy | = x kx| |xXo | =%
* * * 2 * Rank A = n * * * 2
X3 X
* k% k. X3 .
X4 Nullity A=0 xR k] '
NO YES

vl
Is b a linear combination
of columns of A7

Is b in the span of the

columns of A7

A

e YES
No Infinite
solution solution

Is b a linear combination
of columns of A7

_
Is b in the span of the
A

columns of A7

NO YES
No Unique
solution solution




