Standardization and quantification of backscattered electron imaging in scanning electron microscopy

Shih-Ming Wang\textsuperscript{a,\textsuperscript{b}}, Yu-Cheng Chiu\textsuperscript{a,\textsuperscript{b}}, Yu-Hsin Wu\textsuperscript{a,\textsuperscript{b}}, Bo-Yi Chen\textsuperscript{a}, I-Ling Chang\textsuperscript{b}, Chih-Wei Chang\textsuperscript{a,c,}\textsuperscript{*}

\textsuperscript{a} Center for Condensed Matter Sciences, National Taiwan University, Taipei 10617, Taiwan
\textsuperscript{b} Department of Mechanical Engineering, National Cheng Kung University, Tainan 70101, Taiwan
\textsuperscript{c} Center of Atomic Initiative for New Materials (AI-MAT), National Taiwan University, Taipei 10617, Taiwan

\textbf{ARTICLE INFO}

\textbf{Keywords:}
Backscattered electron
Thermal absorbance
Standardization
Electron microscopy

\textbf{ABSTRACT}

Backscattered electron (BSE) imaging based on scanning electron microscopy (SEM) has been widely used in scientific and industrial disciplines. However, achieving consistent standards and precise quantification in BSE images has proven to be a long-standing challenge. Previous methods incorporating dedicated calibration processes and Monte Carlo simulations have still posed practical limitations for widespread adoption. Here we introduce a bolometer platform that directly measures the absorbed thermal energy of the sample and demonstrates that it can help to analyze the atomic number ($Z$) of the investigated samples. The technique, named Atomic Number Electron Microscopy (ZEM), employs the conservation of energy as the foundation of standardization and can serve as a nearly ideal BSE detector. Our approach combines the strengths of both BSE and ZEM detectors, simplifying quantitative analysis for samples of various shapes and sizes. The complementary relation between the ZEM and BSE signals also makes the detection of light elements or compounds more accessible than existing microanalysis techniques.

1. **Introduction**

The conservation of energy and charge impose that any system should obey $A = 1 - R - T$ (where $A$ is the absorbance, $R$ is the reflectance, and $T$ is the transmittance of the system). Thus when operating a scanning electron microscope (SEM) under $T = 0$ condition, $A = 1 - R$ will be satisfied; that is, $A$ is complementary to $R$. Because $R$ is known to be sensitive to the average atomic number ($Z$) and thickness of the sample \cite{1,2}, the result provides the foundation for utilizing either $R$ or $A$ measurements in quantitative SEM analysis. SEM’s exceptional capabilities in enabling material analysis with nanoscale resolution have firmly established it as an indispensable tool across diverse scientific and industrial domains.

In SEM, the measurement of $R$ is carried out by a backscattered electrons (BSE) detector. Unlike ordinary SEM images acquired using secondary electrons (SE) that could only provide information for samples’ surface topography and morphology, BSE imaging has gained prominence for its potential capability to conduct quantitative analysis based on image contrast. Compared to tools of electron probe microanalysis (EPMA) \cite{3,4}, BSE detectors also have the advantages of faster scanning speeds and more cost-effective pricing \cite{5}.

However, quantitative analysis of BSE images remains limited in practice. The primary challenge lies in that BSE detectors usually have little energy resolution and a limited solid angle, while BSEs generally cover broad energy distributions with wide take-off angles (measured from the specimen surface). As shown in Fig. 1(a), BSEs can be divided into two components, i.e. $R = R_{\text{high}} + R_{\text{low}}$, where $R_{\text{high}}$ and $R_{\text{low}}$ are the reflectance of electrons at high ($>45^\circ$) and low take-off ($<45^\circ$) angles, respectively. It is known that $R_{\text{high}}$ contains primarily low-loss BSEs that can provide information on $Z$ of the sample, while $R_{\text{low}}$ provides channeling contrast, topographic variations, and multiple scatterings induced by dislocations or defects and it becomes dominant at low voltage \cite{6–8}. Unfortunately, BSE detectors, often installed at high take-off angles, fail to detect $R_{\text{low}}$, which constitutes a substantial source of error in offering accurate $Z$ analysis based on BSE imaging.

Moreover, SEMs produced by different manufacturers or distinct models come with their specific specifications and characteristics. The variations in instrumental design and settings can result in disparities in
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Figure 1. (a) Schematic illustration of various detection methods in SEM. In general, any system should obey $A = 1 - R \cdot T$, where $R$ includes BSEs at high ($> 45^\circ$) and low ($< 45^\circ$) take-off angles, $T$ is the transmitted electrons, and $A$ contains secondary electrons (SE), cathodoluminescence (CL), X-rays, heat ($A_{th}$), etc. (b) SEM image of a bolometer platform that enables direct $A_{th}$ measurement on samples deposited on it (denoted by the arrows).

image acquisition, complicating the standardization process across diverse SEMs. Additionally, users often make arbitrary adjustments to operation conditions such as image brightness and contrast, leading to complex variations in the grayscale of BSE images. Furthermore, since BSE signals can be influenced by the incident angle of the electron beam, it is imperative for standard samples to be meticulously polished and devoid of nanoscale inhomogeneity. In essence, the accurate quantification of BSE signals relies on maintaining $R_{high}/R_{low}$ to be a robust constant immune from the above perturbations. However, $R_{high}/R_{low}$ can be easily perturbed in practical scenarios. This lack of a streamlined standardization procedure has inclined researchers to showcase SEM images primarily for aesthetic purposes rather than as conveyors of quantifiable and reproducible scientific information.

Many efforts have been devoted to overcoming the difficulty. A voltage bias applied on the sample stage can increase $R_{high}/R_{low}$ and mitigate uncertainties arising from $R_{low}$. An energy-selective BSE detector can be employed to remove unwanted SE and high-loss BSE signals [9]. Quantitative analysis of BSE images can be carried out by comparing BSE signals with results from Monte-Carlo simulations or samples of known structures so that $R_{high}/R_{low}$ can be recalibrated in the presence of perturbations [10–13]. Fundamentally, it is essential to recognize that factors such as $R_{low}$ secondary electrons (SEs), charging effects, and electron beam absorbed currents can exhibit considerable variations. They render the electronic readouts of BSE, primarily based on $R_{high}$ detection, inadequate as a foundational standardization basis, thereby posing a formidable challenge in establishing a correlation between BSE detection and the sample’s $Z$. In this paper, we introduce a standardization procedure rooted in the conservation of energy, offering the capacity to reproduce and transfer results consistently across diverse SEMs.

Although $A$ contains various forms, including SEs, electron beam absorbed currents, cathodoluminescence, X-rays, heat, etc., we have recently introduced a bolometer platform integrated with an SEM that allows direct measurements of samples’ thermal absorbance ($A_{th}$) under electron beam irradiation [14]. The detection schemes of BSE and $A_{th}$ are shown in Fig. 1(a). The bolometer platform is supported by suspended SiN$_x$ beams with Pt film thermometers (whose temperature coefficient of resistance is 0.1–0.15 %/K) deposited on it [15–17], as displayed in Fig. 1(b). This integrated platform is affixed to a piezo-driven XY-scanner, facilitating raster scans for $A_{th}$ mapping of the investigated samples. Unlike BSE detectors that can only collect a portion of $R$, here all the absorbed heat can be collected by the bolometer. The total incident power is achievable by multiplying the provided $V_{acc}$ and the current detected by a Faraday cup. Thus, $A_{th}$ can be experimentally determined and we have demonstrated that most of $A$ is converted into heat, i.e., $A_{th}/A = 98$ % [14,18]. Based on the complementary relation $R = 1 - A$, we can regard $1-A_{th}$ as a nearly ideal BSE detector, similar to the role of integrating spheres in optic measurements [19]. The bolometer platform serves as the foundation for precise $Z$ analysis through SEM, leading us to name this technique ‘Atomic Number Electron Microscopy’ (ZEM).

When operating an SEM to image a sample with finite thickness, there exists a threshold $V_{acc}$ (also known as the most efficient electron beam heating voltage) [18], $V_{MEHV}$, under which $T = 0$ can be satisfied. As shown in Fig. 2(a), $A$ is nearly independent of $V_{acc}$ when $V_{acc} < V_{MEHV}$, which makes the condition suitable for quantification of SEM images. On the other hand, $A$ monotonically decreases for $V_{acc} > V_{MEHV}$. For the case of $T > 0$, the complementary relation $A = 1 - R$ no longer holds and additional calibration would be needed to calibrate $A$.

Compared with BSE imaging, the ZEM has several unique features. Firstly, while BSE detectors often struggle to detect low-Z materials due to their weaker scattering power, ZEM exhibits remarkable sensitivity to light elements and compounds. Secondly, the limited collection angle and vacuum chamber space only allow $R_{high}$ to be measured, making the intensity of BSE signals a relative quantity. In contrast, because all the absorbed heat is collected by the bolometer, $A_{th}$ is an absolute quantity, which would facilitate the implementation of a standardization procedure discussed later. Thirdly, unlike the arbitrary brightness and contrast adjusted by users in BSE imaging, no such adjustments are allowed in ZEM, ensuring the reproducibility of ZEM images across various laboratories and users. Fourthly, ZEM images are noted for their highly accurate quantification, characterized by a mere ~2 % systematic error stemming from other non-thermal excitations mentioned above. Finally, unlike BSE detectors, which may have biased grids or thin protection layers to filter low-energy electrons, ZEM imaging operates without such filters. The inclusion of energy filters in BSE detectors can introduce complexities into the quantification of BSE signals [9], while the signal interpretation in ZEM remains straightforward.

Figure 2(b) summarizes ZEM and BSE signals vs. $Z$. ZEM signals for the elements under investigation have been normalized to those of SiN$_x$, whose $A_{th}$ is calibrated by measuring the total electron beam energy and absorbed thermal energy, yielding $A_{th}(\text{SiN}_x) = 0.89$ [14]. The calibration procedure gives good agreements with Monte Carlo simulation using the CASINO program [20–22]. In principle, a similar calibration procedure can be carried out in BSE images if standard samples are provided. However, various factors could affect the BSE detection and make the quantitative analysis difficult in practice. We have examined the grayscale values of BSE images from the same samples investigated with our method and applied analogous calibration procedures. Nevertheless, the BSE images exhibit significant deviations from the simulated curve, a phenomenon that has also been noted by A. Gartiagoitia Cid et al. [23].

Yet ZEM has its own constraints. Firstly, in comparison to BSE electronics, our current bolometer exhibits a considerably slower thermal response, resulting in time-consuming ZEM acquisition for larger sample areas. Secondly, a meticulous sample preparation process is requisite for depositing samples onto the suspended bolometer platform, prohibiting the acquisition of ZEM images for thin films on substrates or
heavy specimens. To address these limitations, we have devised a standardization scheme that allows BSE to harness the advantages of ZEM in providing precise and quantitative data, while ZEM can benefit from BSE’s rapid electronic response and straightforward sample preparation methods.

2. Methodology

We design the standardization procedure based on the fact that our ZEM setups are not commonly available but BSE detectors are usually installed in many SEMs. Specifically, we correlate the signals of ZEM and BSE using:

\[ A_{bh} = f(I_{BSE}; \ldots) \]

(1)

where \( A_{bh} \) is an absolute physical quantity, acquired through ZEM’s aforementioned measurements. \( I_{BSE} \) is BSE’s electronic signals, influenced by instrumental configurations and user adjustments, and \( f \) would be a function of various factors mentioned above, as denoted by ‘\( \ldots \)’ in Eq. (1). Given \( A_{bh}/A = 98 \% \), \( 1-A_{bh} \) can be considered a nearly ideal BSE detector, akin to the function of an integrating sphere in optics that collects \( R \) from all angles. Consequently, the ZEM image can serve as the standard image.

Fig. 3 illustrates the workflow of the standardization procedure. (1) A ZEM user supplies a standard sample (Fig. 3(a)), which is then placed on the bolometer, and wire-bonded on a chip carrier to capture an original BSE image (Fig. 3(b)). The brightness of \( A_{bh} \) represents the absolute value of thermal absorbance. It is colorized by converting the grayscale into RGB values based on Fig. 3(c). (2) Subsequently, the standard sample on the bolometer and the original \( A_{bh} \) image is transferred to an SEM user, as depicted in Fig. 3(d & e). The SEM user acquires a BSE image of the standard sample, as shown in Fig. 3(f). By employing a computer program discussed later, a function \( f \) that correlates the intensities of the BSE image and the original \( A_{bh} \) image can be obtained, as shown in Fig. 3(g). (3) The SEM user employs the same \( f \) for standardizing other BSE images once all the settings of the SEM are kept unchanged, as illustrated in Fig. 3(h & i). These standardized BSE images are referred to as “converted BSE images.” In case of any setting adjustments, the SEM user can repeat step (2) to recalibrate the BSE images and find a new \( f \). Similar procedures can be extended to other users or SEMs to generate additional converted \( A_{bh} \) images. Of course, these converted \( A_{bh} \) images and the samples can be sent to the ZEM user to double-check the accuracy of the converted \( A_{bh} \)’s. Because all the converted \( A_{bh} \) images provide the absolute value of thermal absorbance, they would make quantitative analysis of BSE images possible.

We now discuss more details based on the Monte Carlo simulations using the CASINO program (Version 3.3.0.4) [20–22]. The MONSEL Defaults physical model was used for the simulation. A simulation window was specifically configured within the model to replicate the characteristics of a BSE detector, positioned at a take-off angle of 50° and encompassing a collection angle of 80°. We typically introduced a total of 100,000 electrons into the system to get \( A \) and \( I_{BSE} \). To get ZEM and BSE images, \( A \) and \( I_{BSE} \) mapping of various elements with \( Z = 6 \sim 82 \) on a SiN3 substrate are respectively obtained by the CASINO scanning function under \( \text{V}_{\text{acc}} = 5 \text{ KV} \), as respectively shown in Fig. 3(b). Note that the effective \( Z = (xZ_a + yZ_b)/(x + y) \) for a binary compound \( A_B \), where the atomic numbers are respectively \( Z_a \) and \( Z_b \) for \( A \) and \( B \). The image of ZEM is colorized by converting the grayscale of \( A \) into RGB values based on Fig. 3(c). From Fig. 3(g), we note that \( A \) is an absolute value, which varies from 0.61 to 0.93. In contrast, \( I_{BSE} \) exhibits a broader span, covering values from 0 to 1, attributable to image contrast enhancement.

To find \( f \), we have developed a computer program that first equalizes the pixel numbers of images and then compares, pixels by pixels, the brightness of \( A \) and \( I_{BSE} \). As shown in Fig. 3(g), here a linear function \( A = -0.35I_{BSE} + 0.95 \) would suffice as a good fit. Although the errors of \( f \) and \( x \) are given by the Monte Carlo simulation, the complementary relation between \( A \) and \( I_{BSE} \) makes the signal-to-noise ratio (S/N) of 34 times higher than that of \( I_{BSE} \) for light elements. Thus, the S/N in the converted \( A_{bh} \) image will be improved when investigating light elements or compounds. After obtaining the \( f \), the SEM user can employ the same \( f \) to standardize other BSE images. As shown in Fig. 2(a), \( A \) would be nearly independent of \( \text{V}_{\text{acc}} \) once \( T = 0 \) is satisfied. Thus the standardization procedure would be applicable even if the ZEM and the BSE images are taken at different \( \text{V}_{\text{acc}} \) s.

3. Results

Having justified our approach, now we check whether the
standardization procedure could work for realistic cases. As shown in Fig. 4(e), a ZEM image of SiC nanoparticles and nanowires (purchased from Novarials, Catalog Number: NovaWire-SiC-100-RD) deposited on our bolometers taken under $V_{acc} = 5$ KV by a Zeiss Auriga SEM is selected as the standard sample. The corresponding BSE images under different $V_{acc}$’s are taken by an annular BSE detector using JEOL JSM-7800F Prime SEM, as shown in Fig. 4(b). We find that a BSE image obtained using $V_{acc} = 6$ KV with 2 KV stage bias (denoted as $V_{acc} = 6$–2 KV, which corresponds to a landing voltage 4 KV) gives the clearest sample features and thus the image is chosen as a representative image. As shown in Fig. 4(c), we find that $A_{th}$ varies from 0.71 to 0.95, representing the absolute value of thermal absorbance. On the other hand, $B_{if}$ spans a wider range, covering from 0.15 to 0.52 due to image contrast enhancement adjusted by the user. The data are fitted using $A_{th} = -0.52B_{if} + 0.99$. For light elements, the S/N of $A_{th}$ is 3.6 times higher than that of $B_{if}$. The converted $A_{th}$ is shown in Fig. 4(d). Because $A_{th}$ would reduce at tilted facets and edges, the brightest $A_{th}$ is used for analyzing the Z of a sample [14]. The Z of the SiC nanowire read out from the converted $A_{th}$ image is 6.6–12.7, consistent with the expected Z = 10 from the SiC.

We can take advantage of the BSE detector’s fast electronic responses to obtain large-area BSE images of SiC nanowires at other regions as well as SnS micrograins located at another device under $V_{acc} = 4$ KV and 6–2 KV, respectively. Fig. 4(e) shows a representative large-area BSE image at $V_{acc} = 6$–2 KV of a bolometer platform with SiC nanowires deposited on it. Because the brightness, contrast, and working distance are kept the same, we use the same $f$ to obtain their converted $A_{th}$ images, as shown in Fig. 4(f). Adjacent to the suspended bolometer platform, there are vacuum regions where the incident electrons are all transmitted. For these $T = 1$ regions, the criteria for the standardization procedure are not obeyed and thus the converted $A_{th}$ gives incorrect colors, as denoted in Fig. 4(f).

We have conducted additional scans of the samples using ZEM to validate the quantitative accuracy of the converted $A_{th}$ images, as depicted in Fig. 5. It is worth noting that the resolution of the converted $A_{th}$ images may be compromised, as they are extracted from low-resolution, large-area BSE images. From Fig. 5, we find $Z = 7.7 \sim 10.2$ for SiC ($Z = 10$), and $Z = 27.2 \sim 31.7$ for SnS ($Z = 33$). Compared with the large uncertainties given by the BSE shown in Fig. 2(b), the result demonstrates that our standardization procedure improves the determination of $Z$ for the investigated samples.

We have repeated the process for different samples and the results are summarized in Fig. 6. We find that the standardization procedure generally gives good agreements with the result of the original $A_{th}$ and the CASINO simulation. But we also notice strong deviations from a Ge micrograin and an Ag nanowire, whose $A_{th}$’s are much higher than expected. One possible explanation is that $R_{low}$ is more prominent in these two samples and escape detection by the BSE detector, leading to a reduced BSE signal and, consequently, the larger converted $A_{th}$ seen in Fig. 6. This increase of $R_{low}$ for these specific samples may be attributed to either an intrinsic property associated with higher Z samples or the presence of uneven sample surfaces, which might hinder the detection of their BSEs by the BSE detector. To reduce these perturbations, it is suggested to analyze flat regions of a sample that are free from topographical variations to accurately obtain its $Z$.

We now discuss the cases when BSE images are taken at $V_{acc}$’s significantly different from those used in acquiring $A_{th}$. As shown in Fig. 2(a), although the simulation suggests $A_{th}$ to be nearly independent of $V_{acc}$ once $V_{acc} > V_{MEENH}$ is satisfied, operating SEM under low $V_{acc}$ is known to reduce the interacting volume of the electron beam to the sample, rendering the BSE signals to be more sensitive to surface morphology. Indeed, the BSE image of a SiC nanoparticle under $V_{acc} = 2$KV shows carbon contamination at the surface, which is unseen in the original $A_{th}$ image taken under $V_{acc} = 5KV$. Consequently, the $I_{BSE}$ vs. $A_{th}$ is distributed like a L-shape pattern and a nonlinear function is provided by a ZEM user, who deposits it on the bolometer mounted on a chip carrier. The ZEM user employs ZEM to obtain an original images and BSE images are obtained from the CASINO simulation. (a) A standard sample consisting of Ge ($Z = 32$), In ($Z = 49$), and Pb ($Z = 82$) on a SiN ($Z = 10$) is provided by a ZEM user, who deposits it on the bolometer mounted on a chip carrier. (b) The ZEM user employs ZEM to obtain an original image, which is colorized by converting the grayscale into RGB based on (c). (d & e) The original $A_{th}$ image and the standard sample are transferred to a SEM user, who then takes a BSE image of the standard sample, as shown in (f). (g) A computer program correlates the intensities of the original $A_{th}$ image and the BSE image to obtain a function $f$. (h & i) The SEM user can employ the same $f$ for standardizing other BSE images once all the settings of the SEM are kept unchanged. Because the absolute color bar can be provided for all the converted $A_{th}$ images, they would make the standardization of BSE images possible.

Fig. 3. The workflow of the standardization procedure. Here the original $A_{th}$ images and BSE images are obtained from the CASINO simulation. (a) A standard sample consisting of Ge ($Z = 32$), In ($Z = 49$), and Pb ($Z = 82$) on a SiN ($Z = 10$) is provided by a ZEM user, who deposits it on the bolometer mounted on a chip carrier. (b) The ZEM user employs ZEM to obtain an original $A_{th}$ image, which is colorized by converting the grayscale into RGB based on (c). (d & e) The original $A_{th}$ image and the standard sample are transferred to a SEM user, who then takes a BSE image of the standard sample, as shown in (f). (g) A computer program correlates the intensities of the original $A_{th}$ image and the BSE image to obtain a function $f$. (h & i) The SEM user can employ the same $f$ for standardizing other BSE images once all the settings of the SEM are kept unchanged. Because the absolute color bar can be provided for all the converted $A_{th}$ images, they would make the standardization of BSE images possible.
perturbations would become as intricate as previous BSE calibration schemes. To demonstrate it, Fig. 7 (c) shows the correlation between $A_{th}(V_{acc} = 5 \text{ KV})$ and $A_{th}(V_{acc} = 15 \text{ KV})$ (here $V_{MEEHV} = 7.6 \text{ KV}$). The same sample shown in Fig. 4 (f) is used, but it is now converted from BSE image taken under $V_{acc} = 15 \text{ KV}$ into a converted $A_{th}$ image. Note that because of the near-unity electron transmission ($T \sim 1$) in the denoted vacuum regions, the corresponding red color in the converted $A_{th}$ image is incorrect.

![Experimental demonstration of the standardization procedure.](image)

Fig. 4. Experimental demonstration of the standardization procedure. (a) An original $A_{th}$ image of SiC nanowires deposited on a bolometer which serve as the standard sample. (b) The corresponding BSE image. (c) Brightness distribution of the original $A_{th}$ image vs the BSE image. Here we obtain $A_{th} = -0.52h_{BSE} + 0.99$. (d) The $f$ is used for converting the BSE image shown in (b) into a converted $A_{th}$ image. (e & f) The same $f$ is used for standardizing a large-area BSE image taken under $V_{acc} = 6–2 \text{ KV}$ into a converted $A_{th}$ image. Note that because of the near-unity electron transmission ($T \sim 1$) in the denoted vacuum regions, the corresponding red color in the converted $A_{th}$ image is incorrect.

![Selected regions of the converted $A_{th}$ images](image)

Fig. 5. Selected regions of the converted $A_{th}$ images taken under $V_{acc} = 4 \text{ KV}$ and 6–2 \text{ KV}, showing (a & b) a SiC nanoparticle and a nanowire, (c) a SiC nanoparticle, and (d) a SnS micrograin. The corresponding original $A_{th}$ images taken under $V_{acc} = 5 \text{ KV}$ are shown for comparison.

As shown in Fig. 7(d), a lot of samples on the surface become invisible due to large electron penetration depth at $V_{acc} = 15 \text{ KV}$. Yet, as explained above, the $Z$’s of the SiC nanowires read out from the converted $A_{th}$ image appears incorrect; $Z = 4.2 \sim 6.8$. 
14.8 ~ 15.5, 37 ~ 38.1 for SiC nanowires suspended in vacuum, on SiN, on Pt film, respectively. Therefore, it is recommended to maintain the $T = 0$ condition for conducting the standardization procedure.

Based on the above discussions, we summarize the workflow of the standardization procedure in Fig. 8. It should be emphasized that when the imaging conditions (such as working distance, tilt angles, brightness, or contrast) of the SEM user’s change, the procedure repeating Fig. 3(f) will be needed to acquire a new function $f$. But if the SEM user’s $V_{acc}$ changes, the ZEM user will need to provide a new $A_{th}$ image using an identical $V_{acc}$. Therefore, the accuracy of the converted $A_{th}$ images presented above is significantly influenced by the quality of the original $A_{th}$ images. Ensuring the quality of the ZEM acquisition is of paramount importance for SEM users. Although ZEM acquisition may be time-consuming, high quality original $A_{th}$ images can be obtained if the ZEM apparatus is kept at a stable, drift-free, low-noise environment. In this context, the ZEM user functions similarly to centralized agencies that oversee standards like kilogram or time, providing standard samples and images for calibration to other SEM users. Because BSE image calibration has never established a similar process, ZEM creates an innovative advancement in this domain.

Lastly, we note that the complementary relation between $A$ and $R$ may be applied to scanning transmission electron microscopy (STEM). Because of STEM’s high $V_{acc}$, we instead have $R \sim 0$ and $A$ is
complementary to $T$. The $Z$ analysis in STEM is carried out by high-angle annular dark-field (HAADF) imaging, in which a $2\beta$, dependent scattering angle contributes to the image contrast. However, similar to BSE's limitations, HAADF images would have difficulty detecting light elements and compounds. The proposed standardization procedure remains applicable to STEM when $\Delta N_A$ constitutes a substantial portion of $A$.

In conclusion, we present a method to standardize BSE imaging using ZEM, which excels in detecting light elements and compounds. This standardization process combines the advantages of ZEM and BSE, delivering a robust and consistent protocol adaptable to diverse SEM setups and user needs. The workflow offers an efficient means of conducting quantitative BSE image analysis, improving the accuracy of quantitative BSE image analysis, and surpassing previous limitations. HAADF images would have difficulty detecting light elements and compounds. This standardization procedure surpasses previous constraints in detecting low $Z$ materials, ensuring SEM a pivotal tool for scientists and engineers across diverse disciplines.
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