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1. In matrix notation, we have the OLS estimate of β as

β̂ = (X ′X)−1 X ′y

(a) What happens to β̂ when there is a perfect collinearity among the X ’s?

(b) How would you know if perfect collinearity exists?

2. Using matrix notation, we have

Cov(β̂) = σ 2(X ′X)−1

What happens to this covariance matrix

(a) when there is perfect multicollinearity.

(b) when collinearity is high but not perfect.

3. Based on the annual data for the U.S. manufacturing sector for 1899-1922, Dougherty
obtained the following regression results,

ˆln Y = 2.81 − 0.53 ln K + 0.91 ln L + 0.047t (1)

s.e. = (1.38) (0.34) (0.14) (0.021)

R2 = 0.97

F = 189.8

where Y = index of real output, K = index of real capital input, L = index of
real labor output, t = time or trend.

(a) Is there multicollinearity in regression (1)? How do you know?

(b) In regression (1), what is the a priori sign of ln K ? Does the results conform
to this expectation? Why or why not?

4. A researcher tried two specifications of a regression equation,

Yi = α + β Xi + ui

Yi = α′ + β ′Xi + γ ′Zi + u′
i

Explain under what circumtances the following will be true. (A “hat” over a param-
eter denotes its estimate.)
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(a) β̂ = β̂ ′.
(b) If ûi and û′

i are the estimated residuals from the two equations,
∑

û2
i ≥∑

û′
i
2.

(c) β̂ is statistically significant (at the 5% level), but β̂ ′ is not.
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