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Therefore, neither the estimates nor the variances for 81 and @; are equal.
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Therefore, the estimates and variance for 8, and & are identical.

2 If we multiply each X by 2, the residuals and fitted values for ¥ will not change.

Initially, let ¥; = Bi + poXi = us, then fr = % B =Y — BX,
Yi = B + B X:.
Now let Z; = 2X; andletY; = a1 + a»Z; + u;, then
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The analysis is analogous if a constant is added to X;.

3a All of these estimators are unbiased.

3b Var[/t;] = 672, Var[fl;] = o2, Var[fi3] = 4&;‘_21). Therefore, fi1 is the most

efficient.

3¢ Only Var[fi1] converges to 0, it converges in mean square which implies plim ft; =
w. Therefore, j1; is consistent.



4 The log-likelihood function is

X
InL = —nln6— L Xi
0
The first order condition is
dlnL _ _E_’_ ZX,' —0
00 0 62
Therefore, the ML estimator of 0 = 2Xi X.

n

5a True. Unbiasedness of the estimators does not require a normally distributed popu-
lation error term. It does require that the error term has an expected value of zero.

S5b True. Since B = ¥ — B X, if the slope coefficient is zero, then the intercept is
estimated by the sample mean of ¥, Y.

6 Ifr? =1, all the points lie on a straight line. So, whether we minimize sum of squares
of vertical distances (regression of ¥ on X) or horizontal distances (regression of X on
Y) does not matter. Both are zero in this case.

On the other hand, if the simple regression line of Y against X coincides with the
1

aYX -
s where B, © is the slope co-

simple regression line of X againist Y, then ,331 X =

efficient of regressing ¥ on X and ,32X Y is the slope coefhicient of regressing X on Y.
Therefore,
AYX AXY _ DoXiYi D XiYi — 2
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7a For (Y;, X;), we have u; ~ IN(0, 1). For (Y;, X;), the erros are I N(0, 2) since

the errors are uy + Uy, uz + ug4, ---. For (Y, X7), the errors are correlated but
normally distributed with variance % Note that the erros are Ml';”z, u242—u3 , U —;m' etc.

. . .1
The consecutive erros are correlated. There covariance 18 4

7b Yes, since the classical assumptions are statisfied with annual data.



