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1a False. The least squares estimators are still unbiased. It is only the variances that are
affected. They will be high.

1b False. Even with hetoroscedastic errors, the OLS estimators are unbiased. However,
the standard errors are biased.

1c False. The estimators will be unbiased.

1d False. The assumption is that ρ = 1.

1e True.
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2e Since there is no intercept, the OLS estimate of β2 is
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Yi = 3.803 + 0.121Xi

s.e. = (4.570)(0.009)
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3b No. The reason behind using the regression deflated by X is that the errors are
heteroscedastic. The fact that R2 is lower is an irrelevant issue.

3c The equation estimated will be
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Estimate this equation with no constant term.

3d Higher R2.

4a Since 0.9108 < dL , there is positive autocorrelation.

4b ρ̂
.= 1 − d

2 = 1 − 0.9108
2 = 1 − 0.4554 = 0.5446.

4c Y ∗
1 = √

1 − ρ̂2Y1 and X∗
1 = √

1 − ρ̂2 X1.

4d Y ∗
t = Yt − ρ̂Yt−1 and X∗

t = Xt − ρ̂Xt−1, t = 2, · · · , 24.

4e Since dU = 1.45 < d = 1.83 > 4 − dL = 2.73, there is no autocorrelation
anymore.
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