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Abstract This study extends the GARCH pricing tree in Ritchken and Trevor
(J Financ 54:366—-402, 1999) by incorporating an additional jump process to develop
a lattice model to value options. The GARCH-jump model can capture the behav-
ior of asset prices more appropriately given its consistency with abundant empirical
findings that discontinuities in the sample path of financial asset prices still being
found even allowing for autoregressive conditional heteroskedasticity. With our lat-
tice model, it shows that both the GARCH and jump effects in the GARCH-jump
model are negative for near-the-money options, while positive for in-the-money and
out-of-the-money options. In addition, even when the GARCH model is considered,
the jump process impedes the early exercise and thus reduces the percentage of the
early exercise premium of American options, particularly for shorter-term horizons.
Moreover, the interaction between the GARCH and jump processes can raise the per-
centage proportions of the early exercise premiums for shorter-term horizons, whereas
this effect weakens when the time to maturity increases.
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1 Introduction

The stochastic nature of asset prices is of pivotal importance for option valuations.
Conventional assumptions of geometric Brownian motion processes are not satisfied
because some existing phenomena, such as leptokurtosis and negative skewness found
in asset return distributions, cannot be counted as influencing factors. Since abundant
empirical findings indicicate that discontinuities in the sample path of financial asset
prices are still found even allowing for autoregressive conditional heteroskedasticity,
we thus study the option pricing problem assuming the GARCH-jump process for
the underlying asset. Different from the simulation-based option pricing models in
existing literature, however, we develop a lattice model to value both European and
American options.

The proposed lattice option pricing model is developed by incorporating the tech-
nique for modeling the jump process in Amin (1993) into the lattice algorithm in
Ritchken and Trevor (1999) GARCH model. By performing the dynamic program-
ming method over our lattice model, we can price European as well as American
options under the GARCH-jump process. Our lattice model is structurally simple
since both the GARCH and jump processes can be modeled in a univariate lattice
framework. Moreover, the GARCH-jump process considered in this paper is rather
general to encompass several classical models as special cases or adapt to the GARCH-
jump model in Duan et al. (2006). As a result, our lattice model can be an efficient tool
to conduct empirical tests or numerical analyses on options pricing under different
asset price processes.

There are two widely adopted methods to account for the leptokurtosis and negative
skewness of the asset return and thus capture the volatility smile effect. The first is to
assume the conditional variance in the underlying process to be stochastic, i.e., sto-
chastic variance (SV) models, and the second is to consider autoregressive conditional
variances, i.e., GARCH (Generalized Autoregressive Conditional Heteroskedasticity)
models.! However, attractive as the GARCH or SV models may be, they are unable to
account for occasional and large discrete changes embedded in asset prices. It is com-
mon to employ the jump-diffusion process to capture the occasionally large movements
in asset prices. Merton (1976) first proposes a jump-diffusion option pricing model,
where asset returns are generated by a mixture of two processes, including continuous,
incremental fluctuations of prices from a Wiener process, and large, infrequent price

! The pioneers of SV option pricing models include Hull and White (1987), Wiggins (1987), Scott (1987),
Stein and Stein (1991) and Heston (1993). On the other hand, the GARCH model is first proposed by Engle
(1982) and Bollerslev (1986), and there are many variations, such as the exponential GARCH (EGARCH)
model in Nelson (1991), the nonlinear asymmetric GARCH (NGARCH) model in Engle and Ng (1993),
GJR-GARCH model in Glosten et al. (1993), and the threshold GARCH (TGARCH) model in Zakoian
(1994).
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jumps pertaining to the nonsystematic risk from a Poisson process. Cox and Ross
(1976) and Ahn and Thompson (1988) also derive option pricing models by assuming
discontinuous jump processes for the underlying assets. In order to price American
options under the jump-diffusion process, Amin (1993) develops a discrete-time lat-
tice model, assuming that the asset price can move upward or downward by one tick
in each time step to represent the diffusion process, as postulated by Cox et al. (1979)
model, and the asset price also changes on account of a rare event (jump) by permitting
the underlying asset price to move by multiple ticks in a single time step. Based on the
risk-neutral valuation argument and the assumption that the jump risk is diversifiable,
his model weakly converges to the theoretical option values under some regularity
conditions.

Although both the SV and GARCH models are able to capture the negative skewness
and excess kurtosis of asset returns commonly found in the empirical data, this paper
focuses on the GARCH models due to several reasons. First, comparing to the SV
models, the GARCH models are more intuitive to understand and thus widely used by
market participants. Second, for the GARCH models, both the asset price and variance
processes are driven by the same random innovation, but for the SV models, the asset
price and variance processes have their own random innovations. This characteristic
complicates the estimation of the parameters of the SV models since the variances are
not observable in the market. It also causes the complexity to develop a lattice model to
price American-style options under the SV models. To take both random innovations
of the asset price and variance processes into account, it is unavoidable to consider
a bivariate lattice model, which is structurally more complex than a univariate lattice
model for the GARCH models. Consequently, it is further difficult to incorporate other
stochastic features, for example the jump process, with the bivariate lattice model of
the SV models to pricing American-style options.?

The choice for combining the GARCH and jump processes to model the behavior
of asset prices is supported by abundant empirical evidence in the literature.> For
example, Vlaar and Palm (1993) and Nieuwland et al. (1994) adopt a GARCH-constant
jump intensity model to capture foreign exchange rate dynamics. Likewise, Jorion
(1988) combines an ARCH model with a jump component to empirically examine both
foreign exchange rates and stock returns. Lin and Yeh (2000) also employ a GARCH-
constant jump intensity model and provide empirical tests on the Taiwan stock market
to examine whether discontinuous price paths exist. Both Jorion (1988) and Lin and
Yeh (2000) find that the combined models could provide better explanations for the

2 Similar to this paper, Chang and Fu (2001) investigate the option pricing problem under the SV model
and jump process. They combine the transformation technique of Hilliard and Schwartz (1996) to deal with
the SV model and the jump-diffusion model of Amin (1993) to yield a discrete-time bivariate binomial tree
model. Due to the complexity of the bivariate lattice structure, their model is difficult to implement and
thus has not much practical implication.

3 There are also many articles examining empirically the necessity to incorporate a jump process into the
SV models (thus the SVJ models) for stock indexes, such as Anderson et al. (2002), Jiang (2002), Pan
(2002), Chernov et al. (2003) and Kim et al. (2007). In addition, it is commonly identified in the literature
that the SVJ models are superior than the SV models on option pricing, such as Bakshi et al. (1997, 2000),
Bates (1996, 2000), and Scott (1997) which propose analytic option pricing formulae for European-style
options under the SVJ models by solving the characteristic functions of the cumulative probabilities under
the risk-neutral measure.
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298 B.-H. Lin et al.

behavior of asset prices. Recently, Duan et al. (2006, 2007) propose a highly general
GARCH-jump model which takes the correlated systematic jump into account. In Duan
etal. (2007), they empirically test this GARCH-jump model using the S&P 500 index
series as the research sample. The results show that the inclusion of jumps significantly
improves the fit of historical series of the S&P 500 stock index. In addition, Duan et al.
(2006) propose an option pricing model corresponding to their general GARCH-jump
model and solve option prices by simulation approaches.

Equipped with our lattice model, we show that both the GARCH and jump effects
in the GARCH-jump model are negative on the values of near-the-money options
while positive on the values of in-the-money and out-of-the-money options. This
pattern confirms the evidence in many empirical studies that the introduction of either
the GARCH or the jump process can help explaining the excess kurtosis and thus the
phenomenon of the volatility smile implied from option prices. In addition, even when
the GARCH model is considered, the jump process impedes the early exercise and
thus reduces the percentage of the early exercise premium of the American option,
particularly for shorter-term horizons. Moreover, we also discover the positive impact
on the percentage proportions of the early exercise premiums from the interaction
between the GARCH and jumps, and this positive impact declines as the maturity
increases.

The remainder of this paper is organized as follows. In Sect. 2, we construct a lattice
model under the generalized GARCH-jump process and discuss its adaption to several
existing models. Section 3 describes the option pricing procedure based on our lattice
model. In Sect. 4, we conduct several numerical analyses for our GARCH-jump lattice
model on pricing options. Section 5 is the conclusion of this paper.

2 The lattice model with GARCH and jumps
2.1 General framework
This paper denotes S; as the price of the underlying asset on date #. Suppose that under

the risk-neutral measure Q, the logarithmic return of the underlying asset price over
the period (z, r 4+ 1]* follows the generalized GARCH-jump process as follows:

S,
ln( ;“) = m; +vhi X, %)

t

where

hy
mtzrf—E—)»[Kt—l]’

Q

q;
X =2+ 5",
=1

4 Without loss of generality, the time step is fixed to be one day in this paper for the brevity of the notation
system.
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Z, ~N2(0, 1),
T ~ NGy (hy), o7 (hy)),

K, = EJ(GXP(\/}TtJt(l)))-

In the above postulation, m; and &, denote the daily drift rate and conditional variance
of the asset price process over the period (¢, t + 1]. In addition, r ¢ is the daily risk-free
interest rate, and X, is a compound Poisson normal process, which is a mixture of a
standard normal process Z; and a Poisson jump process. The notation qu represents
the total number of Poisson events occurring in (¢, t 4+ 1] with the daily jump intensity
A and the independent (with respect to different / and time point #) normally distributed
jump magnitude J,(l). The mean and standard deviation of J,(l), denoted as wj(h,) and
oj(hy), are assumed to be generally dependent on the conditional variance /,. Finally,
K is defined as the average rate of jump plus 1, and the reason to include A[K; — 1] in
the drift term is to maintain the martingale property of the underlying asset price under
the risk-neutral measure Q. In the equation for evaluating K;, E; is the expectation
operator with respect to the distribution of J,(l).

The variance process of the asset price returns is assumed to follow a generalized
GARCH process with an updating function:

hl-‘rl _hl :f(vt+17ht)’ (2)

where

(InS;11 —InS; — ml)/\/h_t - EQ(Xt)

Vil =
' VVar(X,)

is the standardized innovation of the logarithmic asset price process and

E2(X,) = aus(hy),
Var2(X,) = 1+ Alp? (he) + o2 (ho)],

are the mean and variance of the compound Poisson normal process, X;, under the
risk-neutral measure Q.

Next, this paper establishes a lattice model for simulating the dynamics of the above
GARCH-jump process. Given y; = In(S;), the logarithmic asset price after one day,
Yi+1, can be approximated with a grid of nodes in the lattice space as follows:

Vel € (Vs Yo £ Vs Yo £ 2¥0, Y £ 3V, s (3)

where y, represents the tick movement of the logarithmic asset price on the lattice
and will be defined later. Note that the asset price changes can be driven by a local
component and a jump component, where the local component indicates the variation
of the asset price follows the assumption of a GARCH diffusion process, and the jump
component means that the asset price can change to an arbitrary level, either within
or beyond the local change levels.
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300 B.-H. Lin et al.

For the local component to simulate the GARCH model, given the logarithmic
asset price y; and the conditional variance /;, we follow the assumption in Ritchken
and Trevor (1999) that the conditional normal distribution of the logarithmic asset
price for the subsequent time step is approximated by a discretely random variable
that takes 2n 4 1 values on the lattice. More specifically, Ritchken and Trevor (1999)
partition each time step (that is one day in their model) into n subintervals, and for
each subintervals, the trinomial tree model is employed to simulate the evolution of
the logarithmic asset price. The cumulative effect of the trinomial tree model in n
subintervals generates 2n + 1 branches for each time step. For example, if n = 2,
for the possible logarithmic price levels at the next time step, there will be two levels
higher than and two levels lower than the current logarithmic price level in addition to
one unchanged level. In addition, we also need the size control parameter, 1, which is
defined as the smallest integer that allows the mean and variance of the next period’s
logarithmic price to match the moments of the posited distribution and ensures the
probabilities of all 2n + 1 branches of each node are in the interval [0,1]. The size
control parameter 7 can be chosen such that

h
(n—1><‘/y_’5n, 4)

where we set y = /1.5hg, in which hg is the initial daily variance of the logarithmic
asset price process. Finally, the tick size for the change of the logarithmic asset price
in Eq. (3) is defined as:

-
W= (&)

To complete the approximation for the GARCH model with the local price changes
on the lattice model, the remaining problem is the assignment of probabilities for the
branches of each node.

In order to take into account both the GARCH and jump characteristics, we adopt
a technique similar to that proposed in Amin (1993) to simulate the jump process in
the multinomial tree of Ritchken and Trevor (1999) GARCH pricing model. In our
model, we assume that both the update of the conditional variance and the jump events
take place only at the end of each day, and we further allow for the concurrence of
local price changes and jumps.’ As a consequence, the probabilities of the branches
representing the GARCH model in Ritchken and Trevor (1999) model are modified
as

Pr(yip1 —ye =0nyn) = (L =) PO) +1¢On), 6 =0,£1,.... 40, (6)

5 This assumption is consistent with practical conditions since it is almost impossible to distinguish a small
change in the asset price coming from the diffusion or jump components. In contrast, Amin (1993) permits
the two price changes to be mutually exclusive for the expositional convenience. However, in the continuous
time limit, i.e., when the length of the time step approaches zero, it is irrelevant whether they are mutually
exclusive.
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where
n u m . . . . .
PO= 2 (jujmjd)”‘]‘ pin' Y for 0= ju — ja and ju+ jm + ja = n,
JusJmsJd
p /=2 L m/1/n/a — )l
! 2n2y? 2ny ’
he/(1—n)!"
T
p, = 1/ - m T/ —W”
2n?y? 2ny
and

wor=0((1+))-2((-2)»)

is the marginal probability that the asset price changes to the jth level relative to the
level of y;, where ®(-) is the cumulative normal distribution function with the mean
of wy(h;)/h; and the variance of 012 (h¢)h;. The details to derive P,, P,,, and P; are
presented in Appendix A.

The probabilities for price changes other than the local change levels, i.e., the
probabilities caused only by the jump component, are

Pr(yir1 —ye = jvnij #0n) =26(j), j=0,=£1,%£2,..., fw, (N

where w is defined as 3 UJZ (hy)hy/yy, (rounding to the nearest integer greater than or
equal to that number), since the probability that the asset price jumps to the level outside

the range of [—3\/ (he)hy, 3\/0 (h)h] is very small and can be negligible. In

addition, the entire probability mass outside the region [—3 GJ2 (hp)he, 3 JJ2 (hy)hy)
is assigned to the truncation points. More specifically, for the cases of j #* +w,
the definition of ¢ (j) is as it is; however, when j = Zw, the jump distribution
is trimmed such that the entire probability mass lower and higher than the range
[—w, w] is assigned to the node j = —w and j = w, respectively, i.e., p(—w) =
O((—w + 1/2)y,) and ¢p(w) = 1 — S ((w — 1/2),).

Figure 1 illustrates the probabilities we assign to any state j relative to the level of
y; in our lattice model. For expositional purposes, n = 1 is considered in this figure,
which means the GARCH process is approximated by a trinomial model for each time
step. The size control variable 7 is assumed to be 2, meaning the possible levels of
local price changes to simulate the GARCH model for the next period prove to be
Jj = —2,0,2. Other price changes are for the jump component only. Note that since

the triple of the volatility of jump magnitude, 3,/ crjz(ht)ht, is significantly larger than
the spacing parameter y;, of the lattice model in both theory and practice, the range of
Yi4l = Yt + jyn, for j =0, £1,£2, ..., £w is wider than y,41 = y; + 0ny,, for
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j=w Ap(w)

j=2  (A=-AHPM+14(2)

j=1 Ag(D)

j=0  (1-ADPO)+1¢(0)

j=-1 Ag(=1)

j==2  (A=-DPED+p(-2)

j=-w Ag(=w)

t t+1

Fig. 1 The probabilities of the GARCH-jump lattice model. This figure illustrates the probabilities of the
local price changes and jump components of our lattice model, which are assigned to branches from the
node with the logarithmic asset price y; to each relative state j at time # + 1. The case of n = l and n = 2
is considered in this figure. The dotted rectangles represent the price levels corresponding to the jump
component only, and the assigned probabilities are reported on their right. The solid rectangles indicate the
price levels to include both types of changes. The combined probabilities are also shown on their right

0 =0,£1,£2, ..., £n. Also note that in this paper, we allow the jump component
to cause the price changes to all levels, including the local price change levels.

2.2 Special cases of the general GARCH-jump process

The framework of the proposed GARCH-jump model is quite general and able to
encompass many special cases. This section introduces a constant-parameter GARCH-
jump model first, and then discusses several nested models of it. Suppose 4y (h;)/h; =
g and o% (hy) hy = 0%, where 1 and O’% are constants. Then the jump magnitude
follows a normal distribution with the constant mean and standard deviation to be
and o, and the GARCH-jump process in Eq. (1) becomes

[¢]
4
S
In ( ;“) = m; +Vh Xy = my + N Zo+ > 0 I ®)
=1

t
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where

hi
m; = f"f — E _)\,[K[ — 1],
Vg ~ N9y, o),
Ki = Ej(exp(/h 1)) = exp(u; + 02 /2).

Moreover, we consider the NGARCH process following Ritchken and Trevor (1999),
and the variance updating function can be specified as follows:

Bist —he = f g1, Be) = Bo + (B1 — Dhy + Bahy (v — c9)?, )

where fo, B1, B2, and ¢ are constants. The non-negative value of ¢ indicates a
negative correlation between the innovations of the logarithmic asset price and its
conditional volatility under the risk-neutral measure Q. In addition, Bp > 0, 1 >
0, and B> > 0 are required to ensure the positive conditional volatility. As to the
innovation of the logarithmic asset price v;1, it can be rewritten as follows.

(lnStJ,_] —lnSt —mt)/\/h_,— EQ(Xt) . lnSH_] —lnSt — My —)\.[L_]

Vil =
VVareX) Jihe 43023 +02)]

In Sect. 4 of this paper, our numerical results are mainly according to this constant-
parameter GARCH-jump model.

Furthermore, based on the above constant-parameter GARCH-jump process, if we
do not consider the feature of GARCH by setting parameters to be

Bo=0,B1=1, and B =0,

then our constant-parameter GARCH-jump process will reduce to the jump-diffusion
process in Amin (1993) and converge to Merton (1976) option pricing model in con-
tinuous time. Similarly, if we nullify the jump parameters, leaving the GARCH para-
meters only, that is:

A=o0y=pu; =0,
then the constant-parameter GARCH-jump process in Egs. (8) and (9) can be simplified
to the GARCH model of Ritchken and Trevor (1999) and converge to Duan (1995)
continuous time framework. Finally, if neither features of GARCH and jump processes
are considered, that is,
Bo=0,81=1, and Bp =0,andr =0, = uy; =0,
then the constant-parameter GARCH-jump process will degenerate to the pure-

diffusion models in Cox et al. (1979) and the Kamrad and Ritchken (1991), whilst
converging to the continuous time model in Black and Scholes (1973).
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304 B.-H. Lin et al.

In addition to simulating the constant-parameter GARCH-jump, jump-diffusion,
GARCH, and pure-diffusion processes, our GARCH-jump process can adapt to the
general GARCH-jump model in Duan et al. (2006), where the asset price and the pric-
ing kernel follow a GARCH-jump process and a jump-diffusion process, respectively,
and the jumps in the asset price and pricing kernel are governed by the same Poisson
process and the jump magnitudes of them are correlated. The details to rewrite their
model to fit into our framework are presented in Appendix B.

3 Option pricing with the GARCH-jump lattice model

For pricing options, apart from the lattice model for the underlying asset price process,
one also requires the variance table for each node to account for the GARCH evolutions
for different asset price paths. Once the lattice model for the underlying asset price and
the variance table for each node have been constructed during the forward-building
process, we can apply the standard backward recursive procedure to calculate option
values with the lattice model.

The crucial task of the backward recursive procedure for GARCH option pricing
is to keep track of the change of the conditional variance for each node to capture the
path dependence of GARCH evolutions. However, in order to avoid the exponential
growth in the number of possible variances, Ritchken and Trevor (1999) approximate
the state space of conditional variances at each node by M linearly interpolated values
selected to span the range between the maximum and minimum conditional variances
instead of tracking all conditional variances of that node. Moreover, option prices are
then computed in accordance with these M levels of conditional variances at each
node. Following their approach, we define 4"** (i) and h}“i“ (i) to be the maximum
and minimum conditional variances at node (¢, i), where ¢ denotes the examined date
and i indicates the level of the logarithmic asset price relative to the root node. Next,
we introduce #; (i, k) to denote the kth level of the conditional variance at node (¢, i)
as follows.

M —k k—1 .
h[(i, k) = mh;nax(l) + ﬁh;’mn(l), fork = 1, 2, ey M. (]O)

At each node, we need to compute option prices over a grid of M points, i.e.,
to compute option prices corresponding to all 4, (i, k) at each node (¢, i). Hence we
define C;(i, k) as the kth option price at node (¢, i) (for k = 1,2, ..., M) when the
underlying asset price of that node is S;(i) = exp[y;(i)] and the examined variance
is h; (i, k). Suppose that T denotes the maturity date of the examined option, and for
each node at maturity, the boundary condition for a standard call option with a strike
price Xcan be expressed as®

Cri,)=Cr@@,2)="------ =Cr(i, M) = max(0, St (@) — X). an

6 Here the call option is employed as an illustrative example. To value put options, the boundary condition
sCr@,)=Cr@i,2)="------ =Cr (i, M) = max(0, X — S7(i)).
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During the backward recursion for each A, (i, k), we need to compute the updating
variance for each possible successor node at (#+1). More specifically, for the transition
from the kth variance entry of node (¢, i) tonode (t+1,i+j),for j =0, £1, ..., tw,
the resulting variance is

R () = (i, k) + Bo + (B — 1) he (i, k) + Bohe (i, k) [ves () — 217, (12)

where the corresponding innovation of the logarithmic asset price is

. JyYn —m) /vy — E2(X))
vr+1(j) = :
VVar2(X,)
Since only M different conditional variance levels are stored at node (r + 1,i + j),
there may not be a variance entry exactly identical to 4"¢**(j) during the backward
recursive procedure. In this situation, the linear interpolation of the two option prices
with conditional variances nearest to 2"¢*’ () is employed to obtain the approximated

option price for the conditional variance h"¢**(j). Let L be an positive integer smaller
than M, and

how1 G+ j, L) < h" () < ha 0+ j, L+ 1). (13)
The interpolated option price is
CMP(j) = w (NCra1Gi + j, L)+ (1 = ())NCrpali +j. L+1), (14

where

hiw1(+j, L+ 1) = h"())
R+ j, L+ 1) = hga (0 4, L)

w(j) =

In this way, we can obtain the option prices over all branches of %;(i, k), and thus
derive the option’s continuation value C;°" (i, k) by the following equation.

Cio" (i k) = exp(—ry) D Pr(In Sy —In S, (@) = jyn) C"P(j).
J
forj=0,%1,...,+w. (15

If an American option is considered, the option value corresponding to the variance
entry h; (i, k) will be the larger value between C;°" (i, k) and the exercise value for node
(¢, 7). The current option price, obtained by the above backward recursive procedure,
can be given by Cy(0, 1).7

Cakici and Topyan (2000) propose a relatively efficient method by modifying the
forward-building process of Ritchken and Trevor (1999) approach. They employ only

7 This is because all M entries of hg(0, k) are equal to the initial variance &, and thus all M entries of
Co(0, k) should be the same and equal to the option price today.
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the maximum and minimum conditional variances at time ¢ to calculate the maximum
and minimum conditional variances at (¢ 4 1) in the forward-building process, rather
than employing all interpolated conditional variances at ¢. In our lattice model, we
apply Cakici and Topyan (2000) method to capture the spectrum of the conditional
variance during the forward-building process. However, since they still employ the
interpolated M conditional variances during the backward recursive procedure, this
method cannot avoid that the conditional variance h"¢*'(j) based on h, (i, k) may
exceed the range of the maximum and minimum conditional variances of node (¢ +
1,i + j) during the backward recursive procedure. To solve this problem, the option
prices corresponding to the extreme conditional variance ;7 (i + j) or h‘tﬂ‘_‘} @+ j)
are used instead.

In addition, the state space for the asset price in our model is determined by truncat-
ing extremely high and low levels of the asset prices to ensure that the state space for
the underlying asset price is finite. In practice, we decide the state space in our lattice
model in two steps. First, following the forward tree-building process in Cakici and
Topyan (2000) and the GARCH evolution rule in Eq. (2), a GARCH option pricing
tree is constructed and thus the maximum and minimum asset price levels at maturity
associated with the local movements under the GARCH process are obtained. Suppose
the number of possible states ranging from the maximum to the minimum asset prices
at maturity is R after the first step. Second, we add w (defined in Eq. (7)) additional
price levels above the “local” maximum asset price level and w additional price levels
below the “local” minimum asset price level in the lattice model. Therefore, a vector of
D = R + 2w possible asset price levels is derived, and we use these D possible asset
price levels to span the state space at each time step in our lattice model. In addition,
the maximum and minimum conditional variances for each node are updated as well
while spanning the state space with the GARCH-jump model. As for the nodes near
the upper and lower boundaries of the state space, both the movements caused by
the GARCH and jump processes are truncated, and the entire probability mass out-
side the upper and lower bounds is assigned to the upper and lower truncation points,
respectively.

To illustrate how the GARCH-jump option pricing lattice works, we follow
Ritchken and Trevor (1999) GARCH option pricing example by assuming the current
underlying price Sy = 1000, the daily risk-free interest rate ry = 0, the GARCH
parameters By = 6.575 x 107°, 81 = 0.9,8, = 0.04,¢¢ = 0, and the time
step to be one day. As to the parameters for the jump component, we assume that
wy = —0.0000125, oy = 0.005, and the daily jump intensity parameter A = 5/365.
The initial daily variance Ay is set to be 0.000109589, which is equivalent to the annual
variance of 0.04. In the case of n = 1 and M = 3, we choose a grid of approximating
logarithmic prices with the tick size y; = y = /Ao = 0.0105% around the initial
value of the logarithmic price yop = In Sy = 6.9078. For comparative purposes, we
reproduce the illustrative example of the GARCH option pricing in Fig. 2 of Ritchken

8 According to Ritchken and Trevor (1999), the setting of y only affects the rate of convergence. Setting
y to be v/l here is simply for expositional purposes. In practice, we choose y = +/1.5h( to conduct our
numerical analyses such that the probabilities of the three local jumps are close to 1/3 and able to improve
the convergence rate of pricing results.

@ Springer



A lattice model for option pricing 307

and Trevor (1999). Herein a three-period at-the-money European call option is priced,
by courtesy of our GARCH-jump lattice model, with all jump parameters set to zero.
It is worth noting that as we nullify the jump components, our GARCH-jump lattice
model becomes identical to that in Ritchken and Trevor (1999). Figure 3 illustrates
the valuation of the same three-period at-the-money European call option under the
GARCH-jump process with our lattice model. For both Figs. 2 and 3, the maximum
and minimum daily conditional variances over all possible paths reaching each node
are shown in the left column of the box for each node. The right column shows the
option values corresponding to these maximum and minimum daily conditional vari-
ances, as well as the option value corresponding to the midpoint daily conditional
variance. In Fig. 2, it can be found that R is 9 (i.e., there are 9 levels ranging from the
maximum to the minimum asset prices at maturity in Fig. 2), and since o; = 0.005
and y; = 0.0105, we can derive w to be 2 from Eq. (7). As a consequence, our lattice
model employs D = R + 2w = 13 possible logarithmic asset levels for each time
point in Fig. 3. Comparing these two figures in details, we can distinguish that due to
the extra variance introduced by the jump process, the variance range of each node
in Fig. 3 is generally wider than that of the counterpart node in Fig. 2. In addition,
for this set of parameters, the option is more valuable when taking the discontinuous
jump process into consideration.

4 Numerical analysis
4.1 Validity test for the GARCH-jump lattice model

The first part of the numerical analysis is to verify the validity of our lattice model.
To achieve this goal, several experiments are conducted to price call options under
the constant-parameter GARCH-jump process specified in Sect. 2.2. To examine the
convergence behavior of our lattice model, we resort to a large sample of Monte Carlo
simulations since there is no analytic option pricing formula given the GARCH-jump
process. Our benchmark involves the examination of 1,000,000 asset price paths so
as to obtain accurate theoretical prices of European options. Consider the numerical
example as follows. For the jump component, the parameter values A = 5/365,
07 =0.05 and uy = —07/2 = —0.025 are from Table 1 of Amin (1993). As for
the GARCH parameters, Sy = 0.000006575, 81 = 0.9, B = 0.04, c€ =0, and
ho = 0.000109589 are from Table II of Ritchken and Trevor (1999). In addition,
ry =0,8 = $100, and X = $100. Table 1 shows the convergence behavior of at-
the-money European call option prices with respect to different number of variances
M at each node given n = 1.The numerical results indicate that these at-the-money
call prices converge into the 95 % confidence interval rapidly even with small values of
M regardless of the days to maturity. For all maturities, our lattice model can generate
converged option prices when M is larger than or equal to 20. Moreover, the variations
of the option prices are extremely minor when M is above 20, which indicates the
validity and reliability of our model to price options under the GARCH-jump process.

Moreover, as mentioned in Sect. 2.2, the GARCH-jump process considered in this
paper provides a general framework and thus is able to encompass the jump-diffusion

@ Springer



308 B.-H. Lin et al.

InS N
6.9601 < - 1053.74
6.9496 < I 1042.76
__________ 228831 319054] [1171701 319054

6.9392 < 1319034 —— 3190541 - 1031.90
258831319054 ] L7170 319054
[ i ] 122846 A

6.9287 < | i | 21,1587 - 1021.16
| ; | 1057331 21.1587
|109622 120241 |]05697 105240] |I34644 105240

6.9182 | 1010.52
07505 T 103540
[1060417_0.0000]
6.9078 0.0000| 1000.00
97717 170.0000]

X 120241 105240 105240 - .
10%22 120241 105256 105340 )
[ 105203 52510 ] [1096031 26172 ] 604110,
X 32510 i75.0356 0, - X
L 105205 53570 | 101269 4.8366 | X X
[ 109329 1.3012.] 122700 1.4573.] 70030
13012, 13532 K L 0000001 1 989.59
695397 15015 ] [[1031737%70.0000 I\ 123180
[109511..0.0000.] A [1226627..0.0000.]
6.8868 — i0.0000 1700000 97928

6.8973 [.117005}_0.0000 |
o [10.1231 0.0000 |
(169317000007 1000007

6.8763 - 969.08

T T T T
0 1 2 3 Day t

Fig. 2 Lattice model of the GARCH process for a three-period at-the-money call option. This figure
reproduces Figure 2 in Ritchken and Trevor (1999), which shows the valuation of a three-period at-the-
money European call option, with our GARCH-jump lattice model by setting all jump parameters to be
zero. Suppose that the current underlying price So = 1000, the daily risk-free interest rate r ¢ = 0, the
GARCH parameters g = 6.575 x 1079, B1 = 0.9, B = 0.04, c€ = 0, and the initial daily variance
is hg = 0.000109589. In the case of n = 1 and M = 3, we choose a grid of approximating logarithmic
prices with the tick size y; = y = +/hg = 0.0105 around the initial value of the logarithmic price
yo = In Sy = 6.9078. For each node, it is represented by a box containing five numbers. The top (bottom)
number in the left column is the maximum (minimum) daily conditional variance (multiplied by 105) of
each node. In this example, since M = 3, three option values are carried at each node, which are shown in
the right column. The top (bottom) number is the option value corresponding to the maximum (minimum)
daily conditional variance, and the middle number is the option value corresponds to the middle daily
conditional variance

model in Amin (1993) and Merton (1976) and the GARCH process in Ritchken and
Trevor (1999) as special cases. Hence, another way to examine the correctness of
our lattice model is to price the same option examples in Amin (1993) and Ritchken
and Trevor (1999). More specifically, we duplicate the results of Table I in Amin
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Fig. 3 Lattice model of the GARCH-jump process for a three-period at-the-money call option. This figure
shows our GARCH-jump lattice model for pricing the same three-period at-the-money European call option
in Fig. 2. The parameters for the GARCH process are identical to those in Fig. 2. In addition, we assume that
ny = —0.0000125, oy = 0.005, and the daily jump intensity parameter A = 5/365. From the GARCH
lattice in Fig. 2, it can be found that R is 9 (there are 9 levels ranging from the maximum to the minimum
asset prices at maturity in Fig. 2), and since o; = 0.005 and y; = 0.0105, we can derive w to be 2
from Eq. (7). As a consequence, our lattice model employs D = R + 2w = 13 possible logarithmic asset
levels for each point in time. For each node, the left column represents the daily conditional variances
(multiplied by 10%) and the corresponding option values are reported in the right column. Comparing to the
GARCH lattice in Fig. 2, the variance range is wider for each node and the option is more valuable in the
GARCH-jump process in this figure

(1993) and Table II in Ritchken and Trevor (1999) with our lattice model. Our lattice

model can generate almost identical results with these two classical tree models. The
maximum differences are less than 2 cents compared with the results in Amin (1993)
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Table 1 Convergence of the GARCH-jump lattice model

Number of  Maturity of option (days)

variances
(M)
5 10 20 50 75 100 150 200

5 1.4369 2.2539 3.5535 6.4746 8.3679 9.9735 12.6373 14.8378
10 1.4372  2.2547 3.5570 6.4900 8.3928 10.0063 12.6812 14.8888
20 1.4374  2.2552 3.5591 6.5004 8.4087 10.0263 12.7064 14.9185
30 14376 2.2555 3.5597 6.5035 8.4135 10.0323 12.7152 14.9298
40 1.4378 2.2558 3.5600 6.5046 8.4154 10.0349 12.7193 14.9355
50 1.4378 22560  3.5602 6.5051 8.4162 10.0364 12.7214 14.9385
00y, 1.4315 2.2538 3.5550 6.4675 8.4029 10.0014 12.6981 14.9156
ooy 1.4444 22720  3.5807 6.5250 8.4535 10.0600 12.7715 15.0030

This table shows the convergence behavior of at-the-money call options generated by our constant-parameter
GARCH-jump lattice model with respect to M, the number of variances at each node. In this numerical
example, we simply combine the parameters of the base examples of the jump-diffusion process in Amin
(1993) and the GARCH process in Ritchken and Trevor (1999). More specifically, for the jump related
parameters, A = 5/365, (73 = 0.05,and puy = —(73/2 = —0.025, and for the GARCH parameters,

Bo = 0.000006575, 81 = 0.9, 8 = 0.04,¢2 = 0,hp = 0.000109589. In addition, rg =0,8 =
100, X = 100, and the maturities of call options are from 5 to 200 days. Note that we only report the results
based on n = 1 in this table. The two bottom rows, coy, and ooy, show the 95 % confidence intervals for the
true price based on 1,000,000 simulations. The results show that our lattice model can generate converged
option values inside the 95 % confidence interval when M > 20 even forn = 1

and Ritchken and Trevor (1999). The application of the efficient method in Cakici and
Topyan (2000) to capture the variance spectrum during the forward-building process
may be the reason for the pricing differences under the GARCH process. To streamline
this paper, the results of these experiments are not presented but available from the
authors upon request.

In conclusion, the above experiments demonstrate the accuracy and reliability of
our lattice model to price European-style options under the GARCH, jump-diffusion,
and GARCH-jump processes. Note that since our model with n = 1 can generate
accurate enough results for the experiments in this section,’ we fix n = 1 in the
following analyses.

4.2 Jump and GARCH effects on option prices

Based on our GARCH-jump model, one interesting issue is to study the interaction
between the GARCH and jump components and their individual effects on option
pricing. Equipped with the constant-parameter GARCH-jump process specified in

9 In fact, the influence of the number of subintervals in one day, n, is minor in our model as well as
the GARCH model of Ritchken and Trevor (1999). In their Table I, the maximum difference among the
results given n = 1 and n = 25 is only 0.025 dollars or equivalently 0.426 % of the value of the 200-day
at-the-money call option.
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Sect. 2.2, we conduct an analysis to compare the GARCH-jump model with the jump-
diffusion or GARCH model and thus extract the degree of the GARCH or jump effect
individually.

To achieve valid comparison, we need to adjust the volatilities in different models
to comparable levels. To extract the GARCH effect on option prices, we first calcu-
late the GARCH option price by nullifying the jump component. We then obtain the
corresponding Black-Scholes implied volatility from the GARCH option price and
compute the jump-diffusion option price with this implied volatility and the speci-
fied jump parameters. The differences between the resulting jump-diffusion option
prices and our GARCH-jump option prices reflect the GARCH effect on option
prices. Similarly, to extract the jump effect on option prices, we first calculate jump-
diffusion option price given the assumption that the daily variance of the diffusion
process is fixed at hg. We then derive the corresponding Black-Scholes implied
volatility from the jump-diffusion option price and compute the GARCH option price
using the corresponding implied volatility as the initial volatility level and GARCH
parameters as previously specified. The differences between the resulting GARCH
option prices and our GARCH-jump option prices reflect the jump effect on option
prices.

Table 2 exhibits the results of this experiment based on the same parameter values
in Table 1. Column (1) shows the results of our GARCH-jump model. The results
of the corresponding jump-diffusion and GARCH models are listed in Columns (2)
and (3), respectively. All results are derived with our lattice model with M = 50
and n = 1. Columns (4) and (5) shows the degrees of the GARCH and jump effects
expressed as absolute differences in option prices, and Columns (6) and (7) shows
the degrees of the GARCH and jump effects expressed as the percentages of the
option prices under the GARCH-jump model. From Columns (4), (5), (6), and (7), it
is apparent that the GARCH and jump effects exhibit a similar pattern over different
strike prices, i.e., the impacts of the GARCH and jump effects on option prices are
negative for near-the-money options and positive for out-of-the-money and in-the-
money options. This pattern confirms the evidence in many empirical studies that the
introduction of either the GARCH or jump process can help explaining the excess
kurtosis and thus the phenomenon of the volatility smile implied from option prices.
Merton (1976) also indicates the existence of this pattern for the jump effect across
different moneyness under the lognormal jump-diffusion process.'? Therefore, we
can conclude that the behavior of the jump effect across different moneyness still
retains even when the GARCH model is considered concurrently. Moreover, the per-
centage differences in Columns (6) and (7) show that the GARCH and jump effects
generally become weaker as the maturity increases. These results are in accord with
our expectation because the distributions of the stock price generated by either the
jump or continuous processes tend to converge to one another for longer period of
time.!!

10" we appreciate the anonymous referee for reminding us to examine this similarity.

' We thank the anonymous referee for pointing out this phenomenon and its underlying reason.

@ Springer



B.-H. Lin et al.

312

986'0— LOOT— SOvS1I0— 0€LST'0— VLSLL'ST 668LL'ST 69129°¢1 06
660'0— LOT°0— YLTC0'0— £SYe0'0— SYe96°CC ¥296°CC 1L0¥6'CC 08
601°0 $80°0 9¢re0’0 9L920°0 0ovee'1e 0SIee’Ie 9C8SEIE 0L
sKep o1 = .I
L6T'C o'l 691¢0°0 ¢s920°0 SI8YE’ 1 ceese’l ¥86LE"1 ocl
9LT'0— €900 78¢00°0— LET00'0 6€LLT'C oceLre LSELT'C 0cl
8CLC— clre— 87560°0— 16801°0— 6556S°¢ 20609°¢ 0100S°€ Ol
S68'¢— 960 — 8EESTO0— 799¢°0— SY8SL9 CSILLS LOS0S™9 00T
109°0— 965°0— CTOLLO0— 8CLLO'0— 1L2SOEl LOTSOET 6LYLO'CI 06
¥60°0 2900 610200 91€10'0 9CC9e’1C 6C69¢'1C SYC8E1T 08
skepog = I
8¢¥°0 $69°0 SLY00°0 ¥6L00°0 666L0"1 0CLLO'T VL3801 ST
81C0 0¥8'0— 01€00°0 ¢61100— 6€917'1 Ivier'l 6¥611'1 oIl
Ly — eEvy— £8¥60'0— G8880°0— 66860'C 10€60°C 91+00°C SOl
101'v— ey y— 665110~ OYLST0— 8190L°¢ SOLIL'E 0209¢°¢ 001
LOT'T— 9LOT— 06SL0°0— LLELO'O— £90€6'9 16826'9 YLYS8'9 S6
L00'0— 1€00— ¥8000°0— 9¥€00'0— L600T 11 6S€0T 11 €100C° 11 06
L90°0 6700 §9010°0 18L00°0 CIo6L'ST 96C6L'S1T 9L008°ST c8
skepz = I
M/ -ml=w M/l@ - M=) ©-Mm=(© @-0=Ww © @ (0]
[opow
(%) 199330 (%) 19999 19943 1992 [epOW HOIVD uorsnyyip-dunf [epowt ooud
dwing HDIVD dwing HDYVD Surpuodsaiio) Surpuodsario) dunl-HOYvD NS

sooud uondo uo syoope HOYVDO pue dwinf 7 3qer,

pringer

As



313

A lattice model for option pricing

uozLoy porrad-1o3uo[ & IOA0 IOYJOUER dUO 0}
2319AU09 0] pud) sassad01d snonunuod Jo dunf oy 1Yo £q pajerauds 9oud Jo03S AY) JO SUONNQINSIP AY) 9SNEOAq UONEIdAAXD INO YIIM PIOJOE UT dIe S)NSAT ASAY], SISLAIoUl
Ayunjew o) se A[renpes aonpai s300 dwnl pue HYY VO Y3 18y} AJRNSUOWAP (/) PUE (9) SUWIN[OD) UI SOIUIIIP 93eIuadtad oY) 10A0aI0A “sao11id uondo woiy parjduwr ofrus
K)I[IIBIOA Q) SNY) PUB SISOMNY $S0Xa oy} Sururejdxa djay ued sseoo1d dwnl ay) 10 HOYVO 2y} IY)19 Jo uononponur ay) jey) sarpms feorrdwe Sunsixa Auewl yim juaisisuod
a1e s)nsa1 asay [, ‘suondo Asuow-ay3-ut pue Luow-3y)-Jo-1no 10y danisod pue suondo Aouow-ay-1eau 103 dAne3u A1k saotd uondo uo s109330 dwnf pue HOYVO Y3 y10q
—SSOUAQUOW JUAIQYIP $s010e urded Je[ruIs € JIqIYXa $100jo dwn( pue HOY VO Y3 Jey) punoj 9q ued 1 ‘(G) pue ({) suwnjo)) Wwol ‘| 9q 01 paxy sI ‘u ‘Aep auo ur sporradqns
JO IoquInu Ay} pue ()G 2q O} PAXY SI ‘Jy “OPOU [Ord Je SIOUBLIEA JO JoquINU 9y} ‘UOHIPPE U] 7'H°109S Ul Paonponur are spppow HOYVO pue uorsnjgip-dunl Surpuodseriod
Jo sanyea suondo o) 9ALIOP 0} spoyjaw Y], ‘A[9ANIdsaI ¢(¢) pue () suwnjo) ur pajsi| aIe [opouwt YO pue uorsnyip-dun( Surpuodsoriod ayy Jo synsar ayJ, ‘| 9[qe[, ur
asoy) se sanfea 1jowered swes oY) Yym [opowt dwunl-HHYvO Jo sinsax 3y smoys (1) uwnjo)) ‘Surorud uondo uo sdwn( pue HOYVO 241 JO $193132 ay suodar 9[qey siyJ,

116°C 999'C €0150°0 81¥S0°0 LEIBO'T TC8L6'1 0¥2e0'C 091
YLTO— 660°0— LL6000— 75€00°0— eI8se 60SLS'€ YSILS'E orl
VLOT— 8L8'1— 996C1°0— £eeTI0— §6L69°9 791699 678959 0cl
¥68°1— 86'1— 001¥C°0— 01csT0— 9€T96°C1 OrEL6'C] LETTLTT 001
9T 0— YLTO0— 12¥90°0— 0CL90°0— 8¥¥SSIC VLSS ¥T 920677 08
801°0 LOT°0 81¥¥0°0 £6£v0°0 10696°0% §2696'01 61€10° 1Y 09

sKepOgT = I
1,60 96¢'1 98020°0 666200 VLLTI'C 19811°C 19871°¢C orl
SSr'0— S81'0— ¥6£10°0— 89500°0— £€6L0°C 901L0°€ 8€690°¢ 0¢l
oL 1— 9961 — LOLLO0O— 8€690°0— 0290S't °S86v' Y yI6Tr'y (4}
108'C— 196C— 90¢81°0— °se61'0— 98LIL9 £€8CL9 08¥£S9 ort
S19°C— 8ELT— 9¥C9T0— LLYLTO— £€886C°01 PITTIE 01 L£9€0°01 001

/I —MI=w M/ —Ml=© © -1 =(© @-0 =W © @ )
[opow
(%) 199330 (%) 193139 19439 109439 [PpoW HOYVD uorsngip-dunf [opowt ooud
dwmnp HOUVD dwmnp HOYVD Surpuodsario) Surpuodsario) dumnl-HOYvo NS

panunuod g dqel,

pringer

as



B.-H. Lin et al.

314

§€9°0 ¥69°0 89L°0 0160 L8] ST0— LS00 880°0 8800 L80°0 LTY'0 STo—
LELO 080 ¥88°0 (40N 90T §0— Soro ¥01°0 €01°0 001°0 ¥2S°0 S0—
9¥8°0 8160 LOO'T 90T'T 80CT'C SL0—  STI'0 €C1°0 0cr'o STT°0 S19°0 SLO—
096'0 6€0'T LET'T L9E'T €T I—  LY1°0 w10 6€1°0 €e1°0 669°0 -
S9¢/S Socly S9¢/¢ S9¢/T S9¢/1 (dwng ou) NHD S9¢/S S9ely S9¢/¢ S9¢/T S9¢E/1 (dwnf ou) NGO
Il opmyuSew I opnyuSew
v Kysudur dumf Areqq dwn( jo ueay v KAysuur dumnf Areq dwn( jo ueapy
001 = X ‘skepog = L 001 = X ‘skepol = L
(2) 1epour uorsnyp-dwnp
9€T0 €920 00€°0 LSE0 6¥L'0 I €€0°0 €00 8€0°0 w00 $$0°0 I
w60 €20 S9¢°0 6¢'0 8€6°0 SLO w00 70°0 LY00 500 8L0°0 SLO
86€°0 €6€°0 1770 (45900 0ST'T S0 €500 §S0°0 8600 €900 €C1°0 0]
434\ €LY0 97s0 9090 YLE'T STo 9900 8900 1200 SLO0 0020 STo
91¢°0 €960 129'0 11L°0 w091 £61°¢ 0 800 €800 9800 6800 60€°0 S10C 0
6090 199°0 STLO 8780 1281 ST0— 0010 101°0 €01°0 ¥01°0 811°0 ST0—
0IL0 69L°0 6£8°0 8560 620'C §0— ITI'0 121°0 I21°0 1210 [Y49(0) S0—
6180 €880 096°0 ({0 0CTT SLO—  SPI'0 £v1°0 (4240 or1°0 8790 SLO—
€60 00T L30T 8ST'1 L6ET I— ILTO L9T°0 91°0 910 Lo -
(dwmn( ou) (dwn( ou)
S9¢/S S9E/y S9¢/e §9¢/T So¢/T HDYAVD S9¢/S S9ely S9¢/€ S9¢/T S9¢/T HDYAVD

v Aysuur dunf Ajreqq

I opmyruSew
dwn( jo ueajy

v Aysuur dun( Areqq

I opmyuSew
dwn( jo ueopy

001 = X ‘sepog = I

001 = X ‘skepQ[ = [

(1) repow dum{-HOYVO

(%) sind Kouout-a1y3-1p 10f sumnuaid 2s1242x2 £4va 2y fo suontodosd 28PJUIURG 'Y |oUDJ

synd ueouOWY J0J wniwald 9s1019%9 A[1ed 9y JO SISATRUR AJIADISUSS € J[qR],

pringer

As



315

A lattice model for option pricing

910°0— 0200— 00— £€0'0— SS1'0— 1 ¥00°0 €000 ¥00°0 900°0 000 1
810°0— €200~ 820°0— 0¥0°0— €510~ SL'O S00°0 S00°0 9000 L000 100°0 SLO
120°0— §T0'0— €00~ 670°0— 6£1°0— S0 9000 9000 L000 6000 800°0— S0
€200~ 820°0— S€0'0— 650°0— P10~ ST0 8000 8000 6000 [} 910°0— sTo
¥20'0— 0€0°0— 6€0°0— 0L0°0— £€80°0— ¥50°0— 0 0100 0100 <100 ST10°0 ¥10°0— LT0'0— 0
920'0— 00— w00— 780°0— 150°0— STo— €100 €100 S10°0 L10°0 600°0— ST0—
LT0'0— $€0'0— SY0'0— ¥60°0— L10°0— S0— 910°0 9100 8100 120°0 100°0 §0—
LT0'0— S€0'0— 8¥0°0— $01°0— €100 SLO— 0200 0200 1200 200 €100 SLO—
L200— S€0'0— 0S0°0— 801°0— w00 - $20°0 +20°0 9200 8200 §e00 -
(dwn( ou) (dwn( ou)
NGO snut NGO snuru
S9¢/S S9ely S9¢/¢ S9¢/C S9¢/1 HOYVD S9¢/s S9ely S9¢/¢ S9¢/T S9¢/1 HO¥VO
I spmyuSew I'1l opmuSew
v Ansudyur dwnl Ajreq dum( jo ueay v Ansuojur dunf Areq duwn( jo ueapy
001 = X ‘skepog = [ 001 = X ‘skepo1 = I
(@) = (1) = (©)) sepow uotsnyip-dwnl pue dunl-HHYYD udam1aq UK
£6T°0 8T0 ye0 06£°0 ¥06°0 I 6200 1€0°0 £€0°0 LEO0 0500 I
11¢€°0 9re0 £6£°0 0LY'0 °w60°1 SLO LEOO 6€0°0 1¥0°0 ¥0°0 LLOO SLO
8LE0 6170 (540} 1950 638C'1 S0 LY0'0 6¥0°0 1500 €500 I€1°0 (0]
S 4] 105°0 19°0 ¥99°0 8871 ST0 860°0 0900 7900 €900 91T0 sTo
1750 £65°0 099°0 18L°0 $89'1 LyTS 0 °L00 €L0°0 ¥L0°0 ¥L0°0 °weo wo'T 0
(dwn( ou) (dwn( ou)
S9¢/S S9¢ly S9¢/¢ S9¢/T S9¢/1 gD S9¢/8 S9¢ly S9¢/¢ S9¢/T S9¢/1 WD

v Aisuyur dunf Areq

I opmyuSew
dwn( jo ueopy

v Ansuoyut dumn( Areq

I opmyuew
dwn( jo ueajy

001 = X ‘sAepog =

001 = X ‘skepQl = I

panunuod ¢ Iqe],

pringer

As



=
5]
m €90 LYL0 €60 S9T'1 0r6'1 ST0— 1o 8ST°0 6L1°0 91T0 €20 ST0—
as} 9CL’0 £68°0 950°1 Il LT §0— 891°0 £381°0 S0T'0 £vT0 85€°0 So—
= 9280 9960 981°L 6551 (4 SL'0— S61°0 01co €€T0 1LT0 16€0 SLO—
1€6°0 €80°1 8Iel €0L'T 66C°C - Y20 8€C0 970 00€°0 0Zy’0 -
S9¢/¢ Soely S9¢/E 99¢/T S9¢/1 (dwnf ow) gD S9¢/8 S9¢ly S9¢/¢ S9¢/T S9¢/T (dwnf ow) gD
I opmyudew I opmyuSew
v Ansudyur duinf Ajreq dwn( jo ueopy v Ansudyur duinf Ajreq dwn( jo ueapy
06 =X 'skep g =L 96 =X ‘s&ep 01 = L
(2) 1opow uorsnyjip-dwng
89C°0 (4420 (4840} $8S°0 8v0'1 I 8900 8L0°0 9600 6C1°0 181°0 I
€Ce0 S0] 98%°0 8L9°0 SLI'T SLO ¥80°0 $60°0 9110 €51°0 60T°0 SLO
98¢0 5940] L9S°0 8LLO €0e'l S0 €01°0 SIT°0 8¢1°0 6L1°0 w0 S0
$v'0 1€¢°0 959°0 G880 0ey'l §T0 Yo LETO €91°0 80C°0 98¢0 §T0
6¢S°0 S19°0 1sL°0 6660 (430! ¥£€9°C 0 LY1°0 w910 061°0 8€T°0 €€°0 TLLO 0
119'0 S0L0 £68°0 6111 S99'1 ST0— YLT'0 681°0 61T0 0LT0 08¢0 STo—
8690 108°0 1960 vl 69L'1 So— 2070 61T0 0ST0 0€°0 STr0 So—
16L°0 €060 9L0°1 L'l So8°1 SLO— £€T0 00 £€8C°0 8¢€°0 L9Y'0 SLO—
068°0 0101 S61°1 108°1 s6o’l - 99C°0 £8C°0 L1€0 €LEO L0S0 1=
(dwmn( ou) (dwn( ou)
S9¢/S S9ely S9¢/¢ §9¢/C S9¢/1 HOAVD S9¢/S S9ely S9¢/¢ §9¢/C S9¢/1 HOY¥VO
I opmyuSew I opmyuSew
v Ansuayur dumf( Ajreq dumn( jo ueapy v Ansudyur dwnf Ajreq dwn( jo ueopy
06 = X ‘skepog = I 96 = X ‘skepo1 = L
(1) epouwr duml-HOYVO
(9%) sind &ouow-2y3-fo-1no 10f sunnuaid 251242x2 K142 2y1 Jo suoniodosd a8viuariad “g jauvd
. penunuod ¢ Jqe],
-

pringer

As



317

A lattice model for option pricing

S00°0 1000 800°0— 0€0°0— 960°0— I €100 100 6100 LT0'0 0€0°0 I
100°0 S00°0— 6100~ 050°0— PEI'0— SL'O 910°0 L10°0 00 €00 S€0°0 SLO
€000— €100— TE€0'0— €L0°0— TLT0— 0] 6100 0200 9200 LEO0 6£0°0 ()
6000— CCO0—  970°0— L600— 01C0— STo 00 200 0€0°0 €700 ¥70°0 STo
S10°0— CTe0'0—  T90°0- wro— SYT0— S20'0— 0 9200 8200 Se0'0 6¥0°0 6¥0°0 Cro'0— 0
00— 00—  8LO'0— or10— 9LT0— STo— 0€0°0 €00 0¥0°0 §S0°0 LS00 ST0—
820°0—  €S0°0—  S60°0— 691°0— €0€0— S0— $€0°0 9€0°0 Sv0°0 1900 990°0 So—
S€0'0—  €90°0— OIT'0— L8T°0— LTE0— SLO— 8€0°0 1700 0500 L90°0 9L0°0 SLO—
170'0— TLO0O—  #CI'0— 0T0— Lye0— - w00 S¥0°0 6500 ¥L0°0 980°0 -
(dwnf( ou) (dwmn( ou)
NGO snut INGD snut
S9¢/S S9¢ly S9¢/€ S9¢/C S9¢/1 HO¥VO §9¢/8 S9¢ly S9¢/€ S9¢/C S9¢/1 HO¥VO
I opmruSewr I opmyuSew
v Ansuoyur dun( Ajreqq dwn( jo ueoy v KAysudyur dunf Areq dwn( jo ueopy
06 =X ‘skep 0§ = L 96=X ‘s&ep 01 =L
(@ = (1) = (¢)) srepow uvorsngyip-dum( pue duml-HHYyD U9aMIq DUIHI
€97°0 12€°0 (ir4 40} S19°0 l24 0! I §S0°0 €900 LLOO 101°0 1S1°0 I
weo 06€°0 S0S°0 8CL0 60T SL'O 890°0 8L0°0 ¥60°0 1210 YLT'0 SL’0
68¢°0 89%°0 6650 058°0 ILY'T S0 ¥80°0 $60°0 cIro wIlo €00 S0
£9%°0 £66°0 L0 7860 0¥9'1 STo 010 YI1°0 €er'o S91°0 weo ST0
¥$°0 LY9'0 €180 Icrt 96L'1 099'C 0 wro SET0 Se1r'o 681°0 ¥8C°0 ¥8L°0 0
S9¢/S S9¢ly S9¢/€ S9¢/C S9¢/1 (dwnf ow) NGO §9¢/S S9¢ly S9¢/€ S9¢/C S9¢/1 (dwnf ou) gD

I opmyuSew

v Ansuoyur dun( Ajreqq duwn( jo ueojy

v Asuyur dunf Areq

I opmyuSew
dwn( jo ueopy

06 =X ‘skep 06 = I

96 =X ‘skep 01 = I

panunuod ¢ Iqe],

pringer

As



B.-H. Lin et al.

318

09°0 0£9°0 Lo 681°1 99¢°¢ §T0— 1500 6v0°0 9%0°0 €700 Lo ST0—
2690 Lo §T8°0 el £68°¢ §0— 900 860°0 €500 ¥$0°0 §e8°0 §0—
L8L0 w’0 ¥$6°0 YS9l 611y SL'0— €L0°0 8900 190°0 €L0°0 860 SLO—
8880 6260 860'1 06’1 Yoty - 980°0 6L0°0 1L0°0 clro 101°1 -
S9¢/S S9¢ely S9¢/¢ S9¢/C S9¢/1 (dwmnfow) NEO §9¢/s Soelv S9¢/¢ S9¢/¢C S9¢/1 (dunfow) NgD
I opmuSew I'71 opmyuSew
v Ansudur dwnl Ajreq dun( jo ueapy v Ansudur dwnl Ajreqg duwn( jo ueapy
011 =X 'skep o¢ = I Y01 =X 'skep 01 = I
(2) 19POI uoISNyFI-duing
€vTo 1sT0 Y920 0re’0 881 I 6100 6100 6100 0200 980°0 I
160 00€°0 S1E0 1Zv0 SLTT SLO 200 €200 ¥20°0 200 091°0 SLO
LYE0 950 SLEO wso €89'C s0 0€0°0 6200 6200 8200 <LTo S0
60%°0 6170 a2 40 6¥9°0 860°¢ ST0 LEO0 9¢0°0 S€0°0 €00 €10 sT0
08%°0 06¥°0 150 L08°0 LOS'E €CL6 0 900 ¥0°0 w00 0v0°0 950 LSO'E 0
8650 6950 019°0 €00°1 806'¢ §T0— 960°0 €500 050°0 Lv00 CILo STo—
¥9°0 9¢9°0 €1L°0 el 66T §0— L90°0 £90°0 850°0 850°0 6580 §0—
8€L0 IsL°0 1£€8°0 SIST 089'% SLO— 080°0 L0°0 890°0 LLOO 9001 SLO—
6€8°0 ¥$8°0 L96°0 98’1 wo's - $60°0 L80°0 6L0°0 Lo evil -
S9¢/S S9ely S9¢/¢ S9¢/C S9¢/1 (dwnfow) HOIVD §9¢/s S9ely S9¢/e §9¢/¢C S9¢/1 (dwnfow) HYAVD

I opmyuSew

v Ansudur dwnl Ajreq dun( jo ueapy

I opmyuSew

v Aysuur dun( Areq dwn( jo ueopy

011 =X ‘skep g = L

P01 = X ‘sAep 01 = I

(1) 1opoN dum-HOUVO

(%) sind Souowt-ayg-ut 10f sunnuaid 251242x2 K42 Y3 fo suoiiodoid 28U ") (PUD

panunuod ¢ IqeY,

pringer

As



319

A lattice model for option pricing

9v0'0— 2900~ 101°0— 981'0— 17e'0 STo— +00°0 ¥00°0 ¥00°0 §00°0 800°0— STo—
8¥0°0— 990°0— crro— L0~ orr0 §0— $00°0 S00°0 §00°0 S00°0 ¥00°0 §0—
6v0'0— 1L0°0— €Cro— 9e1'0— 19¢°0 SLO— L000 900°0 L000 000 €200 SLO0—
6v0'0— SLO0— 1€1°0— 9L0'0— 8L9°0 - 6000 8000 8000 0000 w00 1=
(dwnf( ou) (dwm( ou)
INGD snuru INGD snut
S9¢/S S9¢Ely S9¢/¢ S9¢/C S9¢/1 HOIVO S9¢/S Soey S9¢/¢ S9¢/C S9¢/1 HO4VD
Il opmuSew I'71 opmyuSew
v Aysuut dunf Areq dun( jo ueojy v Asuur dunf Areq dwn( jo ueapy
011 =X 'skep oS = I Y01 =X 'skep 01 = I
(@ — (1) = (©)) s1PPON uotsniIg-dwny pue dwmf-HOYVO UMY UL
Leo 98¢0 €1€°0 a4V L10C 1 810°0 810°0 810°0 810°0 1o I
¥Ze0 0re’0 €LE°0 rS0 geec SLO €200 €200 00 00 881°0 SLO
£8¢°0 10¥°0 w0 L99°0 €59°C S0 8200 8200 LT00 9200 S0e’0 S0
6vr0 0LY'0 02s0 7180 96'C §To Se0'0 $€0°0 €€0°0 1€0°0 ory'0 STo
€¢5°0 IS0 019°0 8860 69T’ 60L6 0 £€V0°0 1700 6£0°0 9¢0°0 ¥85°0 680°¢ 0
S9¢/e So¢ElY S9¢/¢ S9¢/C S9¢/1 (dunfow) WgD S9¢/S Soely S9¢/¢ S9¢/C S9¢/1 (dwnfow) NgD

v Aysudut dunf Areq

I spmyuSew
dun( jo ueojy

I spmyuSew

v Ayisuyur dunf Areq dwn( jo ueojy

01T =X ‘skep 0§ = L

P01 = X ‘SAep 01 = I

panunuod ¢ Jqer,

pringer

As



B.-H. Lin et al.

320

sasearout Ajunjew ay) se saurpoap sdwnl pue HOYVO 2 U9am)aq uoroeidjur oy woijy joedwr aanisod siy) jey) punoj 2q ued i1 ‘synd uedrowry Aep-0S

pue Aep-(1 jo synsa1 oy} Jurredwods y3noay], ‘swnrwdrd 9s1019x9 A1 9y jo suontodord oFeiusorad oy uo sdwnl pue HOYVO oY1 U99Mm1aq uondeIdul Yy woiy joeduwr
aantsod ay) 10A09s1p os[e pue sdwnl Inoyim 199)J9 HOYVD 2AnEIU 9y) 9A135q0 am ‘s[apowt uorsnjjip-dwn( pue dwnl-gDYyO 2y} U0 paseq $)[NSAI ) UIM]Aq SIOUIJIP
oy SurzATeur y3nolyy ‘uonippe uj "saseardul AJLnjew Ay} se sudyeom swnrwald 9s1019%9 Are? oy jo suontodoid oFejuediad oy uo 10930 dwunf 9AneSaU SIY ], “PAISPISUOD ST
[opow HOYVO 2y} 19)je uaAd winjwaid 9s1010%0 A[1e9 9y s9onpal snyj} pue suondo uedLIdWY JO 9s1019Xd A[1ed ayy sopaduur ssao01d dwnf oy Jo uononponur 9y SuUBdW Yorym
‘opmiuew dwnf jo ueow ay) pue Aysudjur dwunf dyy ur sasLAIOUT Y YPIM s8I0 wintwald 3s1019x%9 A[1ea 9y Jo suontodoid a3ejusorad oy ‘sfopowr uorsnyjip-dwn( pue
dum(-D¥Y VD Y1 Y10q UI 1By} PUnoy 9q Ued 1] 1 9q 0) paXY U PUB ()G 9q 0} PAXY Jy YIM [9POW 201] INO AQ PIUTRIQO T8 SINSAI [[B PUB ‘GE/°() = 7.1 SB 19S SI 91rI 121Ul
Qo13-ys1 AJrep 2y Jey) 1dooxa | 9[qe], Ul 2501 Sk dwes ay) 2k sanjea Jojwered [[e ‘sisATeue siy) uf -opmuSew dwnl payoadxe ayy pue Ansuur dunf ayy 03 30adsax yyim suondo
nd uedLIOWY ASUOW-AY)-UI PUB ‘AUOW-IY}-JO-IN0 ‘Aduow-oy)-je jo swnrwaid as1o10x9 A[1ed oy jo suontodord a3ejusorad oy 10J sIsA[eur AJIANISUIS AY) SMOYS [qe) SIY ],
uonouwl UBIUMOIF JLIJOWO093 9Y) JO UOIRIAIqQE AU} ST NGO %

820°0— Se0'0— 6¥0°0— €01°0— €e1'0— ! 100°0 0000 100°0 100°0 S10°0— !
00— 0¥0'0— 860°0— €cro— 190°0— SL'O 1000 1000 1000 000 LT00— SL'O
9¢0°0— 9%0°0— L90°0— 10— 0€0°0 S0 1000 1000 000 000 £€0°0— S0
0¥0°0— 1S0°0— 8L0°0— So1°0— €ero ST0 2000 2000 2000 €000 LT00— ST0
00— 950°0— 680°0— 181°0— 8€T°0 100 0 €000 €000 €000 000 00— 00— 0
(dwmn( ou) (dwnf( ou)
INGD snut NGD snutt
S9¢/S So¢ly S9¢/e S9¢/C S9¢/1 HOIVD S9¢/8 S9ely S9¢/e S9¢/C S9¢/1 HOUVD
I opmyuSew I opmyuSew
v KAysuyur dunf Areq dwn( jo ueopy v Ansuoyur dun( Ajreqq dwn( jo ueopy
011 =X ‘skep 0§ = [ YOI =X ‘skep 01 = L

penunuod ¢ Iqey,

pringer

As



A lattice model for option pricing 321

4.3 Early exercise premium for American options

In previous subsections, our lattice model is employed to price only European options
under the GARCH-jump process. However, note that one important reason to develop
this lattice model is its ability to price American options. In this subsection, we not
only compute the early exercise premiums of American options, but also analyze the
relationship between the early exercise premium and the jump related parameters. In
the literature, Amin (1993) indicates that significant jumps reduce the possibility for
early exercise of American options and thus reduce the early exercise premium under
the jump-diffusion process. This paper intends to reinvestigate this issue when both
the jump process and the GARCH model are considered.

To study this issue, we conduct a sensitivity analysis for the early exercise premium
with respect to different levels of the jump intensity and expected jump magnitude.
Table 3 reports the early exercise premium expressed as the percentage of the American
put value given the values of the daily jump intensity as 0, 1/365, ..., 5/365 and the
values of expected jump magnitude as —1, —0.75, ..., 1. Other parameter values are
identical to those in Table 1 except that the daily risk-free interest rate r y = 0.1/365.
To compute these results, M is set to be 50 and 7 is set to be 1 in our computer program.
The results for at-the-money, out-of-the-money, and in-the-money put options are
presented in Panels A, B, and C, respectively.12 In each panel, there are three parts,
which contain the results for the GARCH-jump model, the jump-diffusion model, and
the differences between them.

First, we can find from Table 3 that under both the GARCH-jump and jump-
diffusion models, the percentage proportions of the early exercise premiums decrease
with the increase of the jump intensity. Our results not only verify the results in Amin
(1993) but also show that this impact of the jump effect on the early exercise premium
still exists even when the autoregressive conditional heteroskedasticity is considered.
Moreover, when short-term options (the 10-day puts in Table 3) are considered, the
impact of the jump effect to impede the early exercise decision is more pronounced.
Taking the 10-day puts under the GARCH-jump model in Panel A as example, when the
daily jump intensity changes from O (i.e., no jump case) to 5/365 given ; = —1, the
percentage proportion of the early exercise premium changes from 2.015 to 0.0171 %,
which is less than one-hundredth of 2.015 % under the no jump case. For the counter-
part results of the 50-day puts in Panel A, when the daily jump intensity changes from
0 to 5/365 given ; = —1, the percentage proportion of the early exercise premium
changes from 5.193 to 0.932 %, which is about one-fifth of 5.193 % under the no jump
case. The decay of the jump impacts over the time to maturity is consistent with the
conclusions in Bakshi et al. (1997, 2000) and Kim et al. (2007) that the effect of the
jump process is more pronounced for shorter-term horizons to capture the non-zero
skewness and excess kurtosis.

12 For 10-day puts, the strike prices of 96, 100, and 104 are examined. For 50-day puts, the values for
the strike prices are 90, 100, and 110. The reason to consider different strike prices for 10-day and 50-day
puts is because if we consider the strike prices of 90 and 110 for 10-day put options, the put options are
extremely in-the-money or out-of-the-money, and thus the time value of the option is very small and too
sensitive to be analyzed.
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Second, for the expected jump magnitude, if it is negative, the probability for
American puts to be in the money and thus early exercised increases during the option
life because of the occasional, on average downward jumps in the underlying asset
price. Therefore, the percentage proportions of the early exercise premiums are higher
for the cases with negative expected jump magnitudes than those for the cases with
positive expected jump magnitudes.

Third, when we consider the no jump cases and compare the differences of the
percentage proportions of the early exercise premiums between the GARCH-jump and
jump-diffusion models in the third part of each panel, it is equivalent to compare the
percentage proportions of the early exercise premium under the GARCH and geometric
Brownian motion (GBM) models. These differences are in general negative, e.g.,
—0.027 % for 10-day puts and —0.054 % for 50-day puts in Panel A, which indicate the
negative GARCH effect on the early exercise premium given our examined parameter
values.!3 However, when we consider the cases with jumps, i.e., A is nonzero, and then
reexamine the differences between the GARCH-jump and jump-diffusion models,
the differences of the percentage proportions of the early exercise premiums are in
general positive for 10-day puts but negative for 50-day puts. According to these
observations, we can infer that the interaction between the GARCH model and the
jump process can increase the percentage proportions of the early exercise premiums
particularly for shorter term horizons, so the negative GARCH impacts in the no
jump cases are reversed to be positive for the cases with jumps for 10-day puts.
However, for longer term horizons, i.e., 50-day puts in Panel A, the results imply that
the effect of the interaction of the GARCH and jumps on the percentage portions of
the early exercise premiums weakens, so the negative GARCH impacts still dominate
and thus the differences of the percentage proportions of the early exercise premiums
between the GARCH-jump and jump-diffusion models are in general negative. These
phenomena may be explained by the first finding in Table 3 that the jump effect declines
as the maturity increases, so the weaker jump effect for longer term horizons reduces
the net impact from the interaction between the GARCH model and the jump process
on the percentage proportions of the early exercise premiums.

In conclusion, Table 3 shows that the early exercise premium expressed as the
percentage proportion of the American put value decreases with the increases in the
jump intensity and the mean of the jump magnitude under both the GARCH-jump
and jump-diffusion models. Consequently, we conclude that the introduction of the
jump process impedes the early exercise of American options and thus reduces the
early exercise premium even after the autoregressive conditional heteroskedasticity is
considered. Moreover, this negative jump effect becomes weaker for longer term hori-
zons. In addition, we also discover the positive impact on the percentage proportions
of the early exercise premiums from the interaction between the GARCH and jumps,
and this positive impact declines as the maturity increases. Since all of the three panels

13 The only exception is the in-the-money 50-day puts under the no jump assumption in Panel C. Since
the American puts under both the GARCH and GBM models are early exercised at t = 0, the American
put values are raised to be 10 in both models. Due to these discontinuous rising changes, the degree of the
GARCH effect on the percentage proportions of the early exercise premiums is distorted to be positive.
Note the early exercise occurs only for the no jump cases, as for other 50-day American puts with nonzero
X in Panel C, they are not early exercised at t = 0.
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in Table 3 share these common characteristics, we conclude that all the above findings
are robust across different moneyness.

4.4 Convergence to Duan et al. (2006) model

Another merit of our GARCH-jump process and the corresponding lattice model is
the ability to adapt to Duan et al. (2006) highly general GARCH-jump process with
appropriate settings. To confirm this, the example in their Table 4.1 is considered, and
their GARCH-jump model is rewritten to fit into our model in Appnedix B. Duan et al.
(2006) estimate the values of the parameters in their GARCH-jump model based on
the series of S&P 500 stock index. There are three pricing kernel related parameters,
b, i, and § in their model. The estimation of » = —0.0723, and since not all of
pricing kernel related parameters can be fully identified from the time series data,
both the pricing kernel related parameter § and the jump-intensity adjusting factor
Kk are restricted to be 1. The restriction for « results in the irrelevance for the value
of the pricing kernel related parameter p because p only appears to determine the
jump-intensity adjusting factor « in their model under the risk-neutral measure. For
the parameters associated with the underlying asset price, @ = 0.0332 and y = 2.096.
The correlation coefficient for the jumps in the asset price and in the pricing kernel,
p, is assumed to be 1, and the daily jump intensity parameter is A = 2.2/365. For the
GARCH parameters, fo = 0.000000165, 81 = 0.844, B, = 0.0756, P =0.7714,

Table 4 Convergence behavior given Duan et al. (2006) GARCH-jump model

Number of variances Maturity of option (days)

(M) 10 20 30 40 50 75

5 17.8574 29.2508 39.1542 48.1150 56.3608 74.5720
10 17.8577 29.2537 39.1653 48.1423 56.4147 74.7492
20 17.8578 29.2549 39.1697 48.1536 56.4377 74.8297
30 17.8578 29.2552 39.1709 48.1567 56.4439 74.8529
40 17.8578 29.2553 39.1714 48.1581 56.4468 74.8631
50 17.8578 29.2554 39.1717 48.1588 56.4483 74.8687
0of, 17.7902 29.1118 39.0328 47.9934 56.0658 74.7780
ooy 18.0553 29.4968 39.5013 48.5413 56.6812 75.6223

This table shows the convergence behavior of the call option values based on our lattice model with n = 1
to Duan et al. (2006)’s simulation-based results with respect to different number of variance M at each
node. As per Table 4.1 in Duan et al. (2006), we set the pricing kernel related parameters b = —0.0723 and
for the asset price related parameters, we consider £ = 0.0332 and y = 2.096. Since not all parameters can
be identified from the time series data, especially the parameters associated with the pricing kernel, Duan
et al. (2006) restrict that k = 1 and § = 1. The correlation coefficient for the jumps in the asset price and
in the pricing kernel, p, is assumed to be 1, and the daily jump intensity parameter is . = 2.2/365. For the
GARCH parameters, Sy = 0.000000165, 1 = 0.844, B> = 0.0756, and ¢ = 0.7714, the initial daily
variance is hg = 0.09/365. In addition, the daily risk-free interest rate r y = 0.05/365, the initial asset price
So = 500, the strike price X = 500, and the time increment At is set to be one day. The lower and upper
bounds (denoted as ooy, and coyy) represent 95 % confidence interval based on 2,000,000 simulations. The
results demonstrate that our model can adapt to Duan et al. (2006) model and converge to theoretical option
values with a moderate value of M
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and the initial daily variance is 7o = 0.09/365. In addition, the daily risk-free interest
rate ry = 0.05/365, the initial asset price Sy = 500, the strike price X = 500, and
the time increment Af is set to be one day. Table 4 shows the convergence behavior
of the option values based on our lattice model with n = 1 to Duan et al. (2006)
simulation-based results. The lower and upper bounds for the simulations represent
the 95 % confidence interval based on 2,000,000 simulations. For all days to maturity
except 75 days, call option prices obtained by our lattice model converge into the 95 %
confidence interval even when M equals 5. The option values tend to increase as M
increases, until they converge to a stable value. For the maturity equal to 75 days,
option prices according to our lattice model converge to the simulated prices when M
is larger than or equal to 20. Generally speaking, for longer maturities, a larger value
of M is needed to generate convergent option values.

5 Conclusion

In this paper, we develop a generalized GARCH-jump lattice model by extending
the GARCH option pricing tree in Ritchken and Trevor (1999) to incorporate a jump
process. Owing to the difficulty in obtaining an analytical option pricing formula as
the price of underlying security follows a diffusion process with the GARCH and
jump effects incorporated, our integrated lattice model contributes to the literature
by providing an efficient option pricing method other than the traditional method of
Monte Carlo simulation. Numerical results indicate that the option values generated
by our model are consistent with the results based on the Monte Carlo simulation for
pricing European options under the GARCH-jump process.

Our analyses find that both the GARCH and jump effects are negative on the values
of near-the-money options but positive on the values of in-the-money and out-of-
the-money options. These results confirm the evidence in existing literature that the
introduction of either the GARCH or jump process can help explaining the excess
kurtosis and thus the phenomenon of the volatility smile implied from option prices.
Moreover, this lattice model enables us to effectively price, in particular, American-
style options. For American options, our numerical results show that even after the
autoregressive conditional heteroskedasticity is considered, the introduction of the
jump process impedes the early exercise and thus reduces the percentage proportions of
the early exercise premium on the price of American options, particularly for shorter-
term horizons. Moreover, the interaction between the GARCH and jump processes
can increase the percentage proportions of the early exercise premiums on American
option prices, whereas this effect becomes weaker as the time to maturity increases.

The GARCH-jump process considered in this paper and our corresponding lattice
model are quite general, which can adapt to Duan et al. (2006) sophisticated GARCH-
jump model for pricing both European- and American-style options. In addition, sev-
eral classical option pricing tree models, such as Amin (1993) for the jump-diffusion
process, Ritchken and Trevor (1999) for the GARCH process, as well as Cox et al.
(1979) and Kamrad and Ritchken (1991) for the pure-diffusion model, are nested to our
generalized lattice model. Therefore, our lattice model can be a useful tool to conduct
empirical studies or numerical experiments to compare option prices under different
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assumptions of the underlying asset price process. This feature again demonstrates the
necessity and importance to develop the GARCH-jump option pricing lattice model
in this paper.

Acknowledgments The authors thank the anonymous referees for helpful comments and the National
Science Council of Taiwan for the financial support.

Appendix A

This appendix presents the details to derive P,, P, and P;. Suppose that each time
step (that is one day in this paper) is partitioned into n subintervals of equal length, 1/7.
The drift rate and conditional variance are constant over each of these subintervals
and updated only at the end of each day. Therefore, for the diffusion part of our
GARCH-jump model, the logarithmic asset price over each subinterval follows a
normal distribution:

Vi+1l/n ™~ Ny, + ue/n, 012/”)

where p; and atz represent the daily conditional mean and variance.

Suppose this normal process of y, 11/, can be approximated by a trinomial tree
model given three discrete values at time (f + 1/n): y; + nyn, ¥, and y; — ny,. To
match the mean and the variance of the normal distribution of y;1,,, the following
system of linear equations with unknowns P,, P,,, and P; can be obtained.

Py(yr +0vn) + Py + Pa(yr — nvn) = i + i/ (16)
Py (e 4 nvn)* + Pu (v + PaGve — nyn)* — O + /) = 02 /n (17)
P,+Py,+P;=1 (18)

Substituting Eq. (18) into Eq. (16) leads to

1w
Panyn = Panyn = u/n = Py = Py + ——. (19)
Nyn N
Substituting Eq. (18) into Eq. (17) can generate
2
iz He\2 o
Pu (23mvn +17v2) + Pa (<2vm +0*v}) =20 = (B1) =250 o)

Rewrite Eq. (20) by replacing P, with P; 4 #ﬂ according to Eq. (19),

n

2 2
2Py, + 2y 5 = 20— (BT =0

2
= 2P’y + bt — (%)2 =% @D
= 2Py y,; + 0yl ~
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The last equation holds due to the relatively small value of (;;/n)2. In fact, if we
explicitly consider the variable At (rather than a fixed interval of one day) in our
calculation process, the counterpart of the term (y1,/n)? is proportional to Ar2, which
approaches zero and can be ignored when Ar is small. Finally, we can solve P; as
follows.

o_t2/n o Mt/n 0[2 Mt l/n

P; = =
20%y2  2yn 2n%y? 2ny

where the second equation is according to the definition of ¥, = y/+/n in Eq. ().
Consequently, P, can be solved via P, = Py + L % and next P, can be solved via

Eq. (18). The solutions of P,, P, and P, are summarized as follows.

2
— 9% He/1/n
P, = 2772 t 20y
Pp=1- —n;’fyz
P = Gtz _ m/1/n
d 2n2y2 2ny

The above system of probabilities are consistent with the results in Ritchken and Trevor
(1999).

However, these probabilities should be adjusted when they are incorporated with
a jump process in the way specified in Eqs. (6) and (7). Note that the adjustment
(1 —=X)P(0) in Eq. (6) causes effectively the trinomial probabilities for simulating the
diffusion process in each subinterval reduced by a multiplying factor of (1 — 1)/
and these smaller probabilities will underestimate the mean and the variance in each
subinterval by a multiplying factor of (1 — )1/ 14 Similar to the solution proposed in
Amin (1993), the drift and variance terms of the diffusion process should be adjusted
by dividing (1 — 2)1/") in order to guarantee the correct mean and variance of the
diffusion part. Consequently, we set the per-subinterval drift rate 1, /n and conditional
variance a,z/n to be (m;/n)/(1 — 1)/™ and (h,;/n)/(1 — 1)1/ or equivalently
we = my/(1 — )" and 62 = h,/(1 — AW/ in the above system to derive
P,, Py, and P; in Eq. (6).

Appendix B

In Duan et al. (2006), their GARCH-jump model postulates that the asset price process
and the pricing kernel process are jointly distributed: the asset price follows a GARCH-
jump process and the pricing kernel follows a diffusion-jump process. Moreover, the
jumps in the asset price and pricing kernel processes are governed by the same Poisson
process and the jump magnitudes of them are correlated. The framework in this paper

14 The mean reduces exactly by the multiplying factor of (1 — M1 but for the variance, it reduces
approximately by the multiplying factor of (1 — )1/7 if the considered time step is small. According to
our experiments, the subinterval with the length of 1/n days is small enough such that this approximation
for the variance is reliable.
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allows us to construct a lattice model to price European-style as well as American-
style options for the sophisticated GARCH-jump models in Duan et al. (2006). Here
we take the NGARCH-jump model in Duan et al. (2006) for example to show the
generality of our pricing framework. Different from Duan et al. (2006), we fix the
time step At to be one day. Thus their NGARCH-jump model can be rewritten as
follows to fit into our framework.

S
ln( ;,H) = my +\/h>tXt,

t

where

h h
my=rp— ?’ — k(K =1 =rf — 3’ — exp(bu + b*8%/2)[K; — 1],

‘ItQ
X, =2+ 5"
=1

Z, ~N2(0, 1),
i+ bpsy 72
JO ~ NI Y
At At

K, = exp(V/hi (it + bps7) /N At + he 72 /A1),

and q,Q counts the number of Poisson events occurring over the period (¢, ¢ + 1]
with the daily jump intensity Ak. In addition, the variance updating function is'>

ht+1 —hi=f (Vg1 ht) = Po+ (B1— 1) hy

1+ rcp?/At 2
h —c2),
+ﬂ2(1+)\,(ﬂ2+)72)/At l(vl+1 Cc )

where

0 _ p\/1+/\(/302+)72)/At M — k(i + bpdy)l/~ At — bp/ At
1+ Acp?/ At V14 Acy?/ At ’

7% = (L +bpsy)* + 72,

and

(InS;11 —InS; —my)/h — E2(X,)

Vi+l =
' JVare(X,)

15 The counterpart of this variance updating function under the physical probability measure is +1—ht =

2
Bo+ (B1 — 1) he + Bohy (uhq - cP) , where u, represents the innovation of the logarithmic asset
price under the physical probability measure.
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with

E9(X,) = Mc(fi + bpdy) /v At,
Var(X,) = 1 + Acy?/At.

Note that the above equations follows the specification in Table 4.1 of Duan et al. (2006)
except that the notation y in their model is replace by &, and the risk-free interest rate
r 7, conditional variance /,, and jump intensity A« are expressed on daily basis in this
paper rather than on annual basis in Duan et al. (2006). The additional parameters
to adapt our model to Duan et al. (2006) model are the jump-related parameters in
the pricing kernel, b, 1 and 82, the jump magnitude parameters for the underlying
asset price, jz and 72, the contemporaneous correlation coefficient between the jump
magnitudes of the underlying asset price and the pricing kernel, p, and the daily
jump intensity for the pricing kernel and asset price, A«. In addition, it also needs the
GARCH parameters, B, A1, B2, and ¢’ for the asset price process under the physical
probability measure.
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