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Chapter 2

Solutions of Equations of One Vari-

able



2.2 The Bisection Method

e To begin the Bisection method, set a1 = a and by = b,
as shown in Figure 2.1, and let p; be the midpoint of the
interval [a, b]:

(1) define p; = a1 + %

(2) If f(p1)=0, then the root p is given by p = pr;

if f(p1) # 0, then f(p1) has the same sign as either f(aj)
or f(b1>

(3) If f(a1) and f(p1) have the same sign, then p is in the
interval (p1,b1), and we set ag = p1 and b = by

(4) If, on the other hand, f(p1) and f(a1) have opposite
signs, then p is in the interval (ay,p1), and we set a2 = a1
and bg = P1

We rapply the process to the interval [ag, b2], and continue
forming [ag, b3, a4, ba,...

(P.31 Figure 2.1) (P.32 ~ P.34) Example 1.

e Bisection Method

An interval [a;y1,b;4+1] containing an approximation to a
root of f(x) = 0 is constructed from an interval [a;, b;]
containing the root by first letting

bi—a;
2

pi = a; +
Then set
ai+1 = a; and b1 = p; if f(a;) f(p;) <O
and

a;11 = p; and b;4+1 = b; otherwise



2.3 The Secant Method

e (Figure 2.4) Setting pgp = a and p; = b. The equation of
the secant line through (po, f(po)) and (p1, f(p1)) is

y=f(pr) + LSR5y

The x-intercept (p2,0) of this satisfies
0=f(p1) + 7]0(%3:]]3‘0(190) (p2 — p1)

and solving for po gives

_ - f(p1)(p1—po)
P2 = PL = 7))~ o)

e Secant Method

The approximation p,41, for n >1, to a root of f(x) =0 is
computed from the approximation p, and p,_1 using the
equation

_ o f)(Pa—Pn-1)
Pnt1 = Pn = “f(p,)= f(pn_1)

P.37 Figure 2.4
P.38 Example 1

e Method of False Position

(& Secant Method EZ Bisection Method)

An interval [ay41,bp+1] for n > 1, containing an approx-
imation to a root of f(z) = 0 is found from an interval
[an, by] containing the root by first computing

Pngl = Qp — G(&Zg(—b’}fc?ﬁ)- Then set

anp+1 = An and bn+1 = Pn+1 if f(an)f(pn—H) <0

(= lan, pny1])
and

an+1 = Pnt1 and b1 = by, otherwise (= [pn1,bp))
P.39 Figure 2.5 Secant mwthod vs. False position



2.4 Newton’s Method

e Newton’s Method

The approximation p,11 to a root of f(x) = 0 is computed
from the approximation p, using the equation

Pn+1 = Pn — jcf/((];z))

Expanding f in the first Taylor polynomial at p,, and eval-
uating at x = p gives

0= f(p) = f(pa) + F'(a) (0 — ) + T3 (p — py)?

where ¢ lies between p,, and p. Consequently, if f/(p,) # 0,
we have

flpn) — (8 2
PPt o = T2 (P T P)
Since
[ (pn)

Prt1=Pn = p(p,)
this implies that

P —Pnt+1 = 2?//((5)) (p— pn)

# [ is bounded by M=| p—py41 [< — 2|f » | p—pu [*=

converge quadratically. (K&RH error & J:ljZ N error Z 4
FiiR/N) P.49 ~ 50 Example 1

o [tk ZPR

(i) f'(p) # 0, AREYH T —RET 7% 0, ZERE s, (EHacE
EglgE%. P.46 Figure 2.7

(ii) AIREAN M. Bl S i,



2.5 Error Analysis and Accelerating Conver-
gence

e Aitken’s A% Method (FAZHIE linearly convergent)

s (Parai—pa)?
pn - pn pn+2_2pn+1+pn

(because p;*i;p ~ g"ﬁii, e ALEL T B IEE)

P.51 Example 2 & Table 2.8

2.6 Muller’s Method

e Miiller’s Method: (ZZRZ Secant method) B EIFTE
HUAR (BIEER, B, ZHIR T ERIE—FHREEEIR, TR
e SRR H K BARRY .

Given initial approximations pg, p; and po, generate

_ . 2c
P3 = P2 = 3 son(b) VP —dac
where
c= f(p2)

h = (po—p2)2[f(pl)—f(p2)]_(p1—p2)2[f(po)—f(pz)]
(Po—p2)(P1—P2)(Po—P1)

and

(p1=p2)[f (po) = £ (P2)] = (Po—p2) [f (p1) — £ (p2)]
(Po—p2)(P1—P2)(Po—P1)

sgn(b) ZIRA: FEAEEWMERES 0, B b FSEHESI RIS
BETE 0 ZER, 55 ps B6L po.

Then continue the iteration, with pi, p2 and ps replacing
po, p1 and p2

P.55 Example 1

a =




Initial interval ~ Continuity of f’
containing the root

Bisection Y N
° Secant N Y
False Position Y Y
Newton’s N Y
Miiller’s N N
Others
Bisection Robust; need a good initial interval;

singulatority may be caught as if were a root;
—E s, (EEERE,
RHHE] sgn(f), TEAE { Z1E.
Secant AR,
BRI HGEE L Bisection R,
KHER Newton’s —FEEH.
False Position HK&h k. Bisection [#.
Newton’s need a good initial guess;
iterative convergence rate is high;
A] A complex roots,
if initial variable is a complex number.
Miiller’s HEEXR approximation polynomial & roots,
KH roots BHEE complex number;
need three initial points;
H. initial points & real number
AR AT E] complex roots;
{H three initial points Z EEKA I E;
WL, Newton’s 72, {HEL Secant #7.

o BEZIREE, B[R, ptEl, FEEDRTER. (W]
DSy

o B IEINIATER, EE Newton’s Method Z initial guess,
ER A, HEIREERR. (A ZEERE 2R E)

e BS formula, Hull, Ch 12.



e Implied Volatility.



