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Chapter 2

Solutions of Equations of One Vari-
able
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2.2 The Bisection Method
• To begin the Bisection method, set a1 = a and b1 = b,

as shown in Figure 2.1, and let p1 be the midpoint of the
interval [a, b]:

(1) define p1 = a1 + b1−a1

2

(2) If f(p1)=0, then the root p is given by p = p1;

if f(p1) 6= 0, then f(p1) has the same sign as either f(a1)
or f(b1).

(3) If f(a1) and f(p1) have the same sign, then p is in the
interval (p1, b1), and we set a2 = p1 and b2 = b1

(4) If, on the other hand, f(p1) and f(a1) have opposite
signs, then p is in the interval (a1, p1), and we set a2 = a1
and b2 = p1

We rapply the process to the interval [a2, b2], and continue
forming [a3, b3], [a4, b4],...

(P.31 Figure 2.1) (P.32 ∼ P.34) Example 1.

• Bisection Method

An interval [ai+1, bi+1] containing an approximation to a
root of f(x) = 0 is constructed from an interval [ai, bi]
containing the root by first letting

pi = ai + bi−ai

2
Then set

ai+1 = ai and bi+1 = pi if f(ai)f(pi) < 0

and

ai+1 = pi and bi+1 = bi otherwise
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2.3 The Secant Method
• (Figure 2.4) Setting p0 = a and p1 = b. The equation of

the secant line through (p0, f(p0)) and (p1, f(p1)) is

y = f(p1) + f(p1)−f(p0)
p1−p0

(x− p1)

The x-intercept (p2,0) of this satisfies

0 = f(p1) + f(p1)−f(p0)
p1−p0

(p2 − p1)

and solving for p2 gives

p2 = p1 − f(p1)(p1−p0)
f(p1)−f(p0)

• Secant Method

The approximation pn+1, for n >1, to a root of f(x) = 0 is
computed from the approximation pn and pn−1 using the
equation

pn+1 = pn − f(pn)(pn−pn−1)
f(pn)−f(pn−1)

P.37 Figure 2.4

P.38 Example 1

• Method of False Position

(!¯ Secant Method D Bisection Method)

An interval [an+1, bn+1] for n > 1, containing an approx-
imation to a root of f(x) = 0 is found from an interval
[an, bn] containing the root by first computing

pn+1 = an − f(an)(bn−an)
f(bn)−f(an) . Then set

an+1 = an and bn+1 = pn+1 if f(an)f(pn+1) < 0

(⇒ [an, pn+1])

and

an+1 = pn+1 and bn+1 = bn otherwise (⇒ [pn+1, bn])

P.39 Figure 2.5 Secant mwthod vs. False position
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2.4 Newton’s Method
• Newton’s Method

The approximation pn+1 to a root of f(x) = 0 is computed
from the approximation pn using the equation

pn+1 = pn − f(pn)
f ′(pn)

∥∥∥∥∥∥∥∥∥
y − f(p0) = f ′(p0)(x− p0)
0− f(p0) = f ′(p0)(p1 − p0)

⇒ p1 = p0 − f(p0)
f ′(p0)

Expanding f in the first Taylor polynomial at pn and eval-
uating at x = p gives

0 = f(p) = f(pn) + f ′(pn)(p− pn) + f ′′(ξ)
2 (p− pn)2

where ξ lies between pn and p. Consequently, if f ′(pn) 6= 0,
we have

p− pn + f(pn)
f ′(pn) = − f ′′(ξ)

2f ′(pn)(p− pn)2

Since

pn+1 = pn − f(pn)
f ′(pn)

this implies that

p− pn+1 = − f ′′(ξ)
2f ′(pn)(p− pn)2

J f ′′ is bounded by M⇒| p−pn+1 |≤ − M
2|f ′(pn)| | p−pn |2⇒

converge quadratically. (Ä©Ÿí error }ª5‡ error 5�
j´ü) P.49 ∼ 50 Example 1

• ¤¶5Ì„

(i) f ′(p) 6= 0, †;íËjø¼�}Ñ 0, ´uªY¹, OY¹§
�}M'Ö. P.46 Figure 2.7

(ii) ª?.Y¹. W: ¥�õ.
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2.5 Error Analysis and Accelerating Conver-
gence

• Aitken’s ∆2 Method (àV‹§ linearly convergent)

p̂n = pn − (pn+1−pn)2
pn+2−2pn+1+pn

(because pn+1−p
pn−p ≈ pn+2−p

pn+1−p , Ýƒ7�V¡n�¤4”)

P.51 Example 2 D Table 2.8

2.6 Müller’s Method
• Müller’s Method: (ùŸ5 Secant method) �œ}vƒF�

í; (¨�õb, µb), 5‡íj¶ÎÝøÇá“µb;, .Í
uÌ¶v|µb;í.

Given initial approximations p0, p1 and p2, generate

p3 = p2 − 2c
b+sgn(b)

√
b2−4ac

where

c = f(p2)

b = (p0−p2)2[f(p1)−f(p2)]−(p1−p2)2[f(p0)−f(p2)]
(p0−p2)(p1−p2)(p0−p1)

and

a = (p1−p2)[f(p0)−f(p2)]−(p0−p2)[f(p1)−f(p2)]
(p0−p2)(p1−p2)(p0−p1)

sgn(b) 5ŸÄ: Ÿ…@�s_jÑ 0, ¦D b °UU)}‚.}
��˛Ñ 0 58”, U) p3 Q¡ p2.

Then continue the iteration, with p1, p2 and p3 replacing
p0, p1 and p2

P.55 Example 1
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•

Initial interval Continuity of f ′

containing the root
Bisection Y N
Secant N Y
False Position Y Y
Newton’s N Y
Müller’s N N

•

Others
Bisection Robust; need a good initial interval;

singulatority may be caught as if were a root;
øìY¹, O§�'M,
ÄÉàƒ sgn(f), 7³àƒ f 5M.

Secant „.Y¹,
Oà‹Y¹§�ª Bisection 0,
ÄÑwÑ Newton’s ø�‰$.

False Position „.ª Bisection 0.
Newton’s need a good initial guess;

iterative convergence rate is high;
ªàk complex roots,
if initial variable is a complex number.

Müller’s _¯V approximation polynomial 5 roots,
Äw roots ¦�u complex number;
need three initial points;
/ initial points u real number
YÍªvƒ complex roots;
O three initial points 5²ÏYÍu½æ;
^0ª Newton’s Ï, Oª Secant ß.

• ò¼Ö;v, ©vƒø_;, ÿ±¼, y./v-_;. (à¤ª
JÁýl�)

• |(yøvƒíF�;, çT Newton’s Method 5 initial guess,
[�Ÿ�2, vƒ�Äí;. (à¤ª ¥±¼5ÏÏ)

• BS formula, Hull, Ch 12.
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• Implied Volatility.

7


