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Abstract
In this tutorial, we present a unified treatment problems in Shannon’s information theory where

we depart from the requirement that the error probability decays asymptotically in the blocklength.
Instead, the error probabilities for various problems are bounded above by non-vanishing constants
and the spotlight is shone on achievable coding rates as functions of the growing blocklengths. This
represents the study of asymptotic estimates with non-vanishing error probabilities. In particular, we
focus on the so-called second-order coding rates which approximately quantify the backoff from the
first-order fundamental limit at finite blocklengths.

We first discuss Strassen’s seminal result for binary hypothesis testing where the type-I error
probability is non-vanishing and the rate of decay of the type-II error probability with growing
number of independent observations is characterized. We subsequently use this basic hypothesis
testing result to develop second-order asymptotic expansions for fixed-length lossless source and
channel coding. Finally, we consider some network information theory problems such as the Slepian-
Wolf problem.

This tutorial is designed to be relatively self-contained. The student is expected to have some
background in information theory at the level of Cover and Thomas to appreciate the material.
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