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ABSTRACT

Gravity currents are of high interest both for their relevance in natural scenarios and because varying horizontal buoyancy presents a
canonical problem in fluid mechanics [Huppert, “Gravity currents: A personal perspective,” J. Fluid Mech. 554, 299–322 (2006)]. In this
paper, attention is directed to gravity currents with a full-depth lock release propagating into a linearly stratified ambient fluid. For the case
of an unstratified ambient, similarity solutions are known to capture the evolving height profile of the gravity current. We will compare this
solution class with numerical data from high fidelity simulations. The presence of ambient stratification (quantified by the stratification inten-
sity, S) introduces internal gravity waves that interact with the propagating current head, which will inhibit Kelvin–Helmholtz billows,
decelerate current propagation, and smooth the shape of the current head. We perform direct numerical simulations of planar two- and
three-dimensional gravity currents released into stratified ambient fluid of varying S and analyze the gravity current kinematics. Our analysis
complements existing findings from performed laboratory and numerical experiments [Dai et al., “Gravity currents propagating at the base
of a linearly stratified ambient,” Phys. Fluids 33, 066601 (2021)] that show a stratified ambient modifies the current front velocity. Previous
literature employed has inconsistent Reynolds numbers and boundary conditions, complicating interpretations. In the present numerical
campaign, a closer analysis clarifies influence of the top boundary condition choice on formation and structure of the internal gravity waves.
While acknowledging there is no available choice for a high-accuracy simplified numerical representation of a free-surface, a family of profiles
for internal wave formation emerges varying with buoyancy Reynolds number and top boundary condition selection. The subsequent results
appraise similarity solutions for the distribution of the heavy fluid in the gravity current. Our results show that for unstratified and low strati-
fication ambient fluid, height profiles permit a similarity solution but higher values of S are less amenable; these profiles suggest a continuing
time dependency on the traveling interval wave.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0190835

I. INTRODUCTION

Gravity currents occur when a fluid of a given density propagates
into an ambient fluid of a lower density.1 Subject to a gravitational
field, this density differential drives the flow, transporting fluid and
passive scalars potentially very far from their origin. Gravity currents
occur in many environmental scenarios, for example, smoke-laden
gravity currents which originated from bushfires near Canberra,
Australia in 2019, led to severe and unexpected smoke inundation of

densely populated areas, over a period of weeks to months. It was also
found that the measured particulate concentration was similar across
cities hundreds of kilometers apart,3 in accordance with the notably
large scale of the 2019 Australian bushfires. In another example, light
detection and ranging (LiDAR) measurements were used to report
characteristics of a smoke filled gravity current originating from a
bushfire in California, United States of America.4 The current was
recorded as approximately 2 km in height, traveling more than 25km
at speeds up to 16.2 km/h.
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In the laboratory setting, gravity currents are typically modeled as
a lock exchange problem, featuring a tank with a barrier separating
regions of heavier and lighter fluid. When the barrier is removed, the
heavier fluid forms a gravity current and transports horizontally into
the region of lighter fluid (termed the ambient fluid). This flow has
been extensively studied experimentally5–9 and numerically.10–13 A fea-
ture reported in all studies above is the presence of Kelvin–Helmholtz
billows at the top of the gravity current. These billows are the main
mechanism responsible for the mixing of fluid inside the gravity cur-
rent with the ambient fluid. Another common finding is that gravity
current propagation enters various phases. Initially, an acceleration
phase commences whereby the heavy fluid accelerates from rest and
the head of the current is formed. Afterward, the gravity current goes
through three different phases, the slumping, inertial, and viscous
phases. During the slumping phase, the front location has been
reported14 to follow an approximately t1:0 power law and hence the
front velocity of the current is constant. Additionally, a bore is formed
during the slumping phase and the bore is reflected off the left most
boundary of the tank or the computational domain, which arises
because the left side of the tank initially contains heavier fluid. The
slumping phase velocity is constant until the bore catches up with the
front of the current. The dynamics of the bore and its interaction with
the gravity current head has been detailed.6,13 The formation of the
bore is a consequence of the current head’s forward propagation at
early intervals. For a propagating current, by considering a reference
frame moving with the current head, it was observed that the ambient
fluid is advected backward above the current in response to the cur-
rent’s propagation.15 That finding was established in the context of a
lock-exchange flow propagating on a 2% slope.

Once the bore catches and dilutes the gravity current head, the
current transitions into the inertial phase and the velocity of the
current head starts to decelerate. Experimental and numerical
data,2,9,12,15,16 which are compared in Table I, have shown that the
exponent of the power law for the front location of the current
decreases to 2/3, i.e., an approximately t2=3 power law is present during
the inertial phase. This decay agrees with similarity solutions of the
shallow water equations.17 In the inertial phase, the movement of the
current is believed to occur mainly under the balance of buoyancy and
inertial forces. After the inertial phase, viscous forces dominate over
inertial forces and the current movement is mainly attributable to the
balance of viscous and buoyancy forces.

Cantero et al.12 investigated the front velocity of the gravity current
and also focused on the increasing prominence of the three-
dimensional (3D) effects emerging with higher Reynolds number. By
contrasting the output of two-dimensional (2D) and 3D simulations, it

was noted that enhanced vortex coherence of 2D simulations height-
ened vortex interactions resulting in spurious front velocities in the iner-
tia phase. Additionally, in both lock-exchange experiments and 2D
simulations,18 it was reported that slumping velocity was independent
of the aspect ratio (AR) of the volume of heavy fluid for ratio of stream-
wise length (l0) to depth of release (h0), for AR ¼ l0=h0 ¼ 2� 8.

A great deal of numerical and experimental work has gone into
developing models for gravity currents and understanding the varia-
tion in possible release types and ambient fluid composition. The stud-
ies mentioned so far have concentrated on situations where the
ambient fluid is homogeneous. Situations where the gravity current
moves into an ambient environment that is stratified have also
received attention.2,18,19 More complex cases where the gravity current
moves into stratified ambient with submerged canopy has also been
investigated.20

In this paper, we consider the situation where a planar 3D gravity
current propagates into an ambient environment with a thermal inver-
sion, i.e., where there is linear stable stratification with larger density at
the bottom of the domain and smaller density at the top. In this sce-
nario, the movement of the gravity current will generate internal grav-
ity waves that interact with the Kelvin–Helmholtz billows atop the
gravity current. This interaction governs the dynamics of the gravity
current head for an important interval of time where a transition
occurs. The main study presented in this paper is carried out using
data from high fidelity 3D direct numerical simulations (DNSs) with
different ambient stratification intensity (S). Pertinent insights will be
given on the existence of similarity solutions and the use of data-
driven decomposition to identify existence of a similarity regime.

First, however, we will run a larger set of 2D simulations which
vary the Reynolds number and choice of top boundary condition,
which constitutes varying computational simplifications of a free sur-
face. We will aim to clarify the prevalent ambiguities of the no-slip top
boundary condition yielding numerical datasets that better agree with
experimental campaigns2 which has not been yet addressed in previous
work. In that reference, an inconsistent buoyancy Reynolds number
featured between numerical (Reb ¼ 5000) and experimental
(Reb ¼ 20 000) datasets yielding agreement in the current front loca-
tion profiles. Highly applicable to the present effort, justification for
the top boundary condition employed in the numerical simulation was
not adequately explained, which aims to emulate a free surface via the
less intuitive choice of a no-slip boundary. That approach deviated
from the better founded rigid-lid approximation which features a free-
slip condition, and moreover, there is no consensus in the lock-
exchange context on appropriate free-surface numerical representa-
tion. This is an important due-diligence investigation associated with

TABLE I. Previously conducted numerical and experimental campaigns into gravity currents which vary the parameters of interest, buoyancy Reynolds number Reb, ratio of
streamwise length to depth of release l0=h0, stratification intensity S, and simulation runtime interval tmaxUb=h0.

Authors DNS/LES/experiments Reb l0=h0 S tmaxUb=h0

Pelmard et al.15 LES 1000–60 000 1.93 0.0 �49
Cantero et al.12 DNS 895–8950 1–8.5 0.0 �30
Marino et al.9 Experiments 2790-228 000 0.25–1 0.0 �70
Dai et al.2 DNS 5000 1.33 0.1–0.98 �60
Lam et al.16 DNS 3450–10 000 1 0.0–0.8 �60
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numerical datasets that requires attention because internal gravity
waves influence internal bore movement inside the gravity current,
which impacts the mixing of fluid at the head of the gravity current.
Further details of how the mixing of fluid changes the decay rate of the
gravity current head velocity during the slumping and inertia phases
will be investigated.

The spreading of a gravity current has piqued the interest of
many researchers for the apparent geometric self-similarity that can be
observed.21,22 Similarity solutions arise when appropriate scaling exists
to relate the problem’s independent and dependent variables.23 For the
present class of lock-exchange problems, the inertial and viscous prop-
agation phases feature a simple balance of inertial-buoyancy and
viscous-buoyancy forces and an equation may be derived for the front
position evolution.

In this paper, scaling for two models are evaluated, the first is the
simple box model which boldly assumes that the gravity current
retains a box shape24 contrasted with similarity solutions to the shallow
water equations25 which incorporate the distinctive current front
“nose” profile. In addition to appraising the validity of similarity solu-
tions by scaling the generated datasets, we also add data-driven deter-
mination of whether the presence of a self-similar profile is to be
expected. This is achieved by computing the singular value decomposi-
tion (SVD) of the scaled profiles and thereafter analyzing the steadi-
ness of modal contributions to the current depth profiles.

II. PROBLEM FORMULATION
A. Governing equations and computational setup

In this study, data are obtained by solving the incompressible
Navier–Stokes equations. The Boussinesq approximation is utilized to
approximate buoyancy effects, which neglects the effects of density dif-
ferences except for in the buoyancy term,26 and this methodology has
been widely adopted in the reference numerical databases mentioned
throughout this paper. We are interested in the case where the heavy
fluid with a density qC propagates into an ambient density field that is
linearly stratified with the value of density q0 at the top of the domain
and qB at the bottom of the domain. Utilizing the density field to visu-
alize the gravity current is difficult when stratification is present because
there is no straightforward method to differentiate between fluid par-
cels entrained by the gravity current and ambient fluid.

As a remedy, in order to provide a more accurate representation
of the propagating gravity current, we will solve an additional equation
to track evolution of a passive scalar, C. The passive scalar is assumed
to be a substance that is advected by the fluid without changing the
properties of the fluid flow (smoke, dust, moisture particles, molecules
of pollutant). The governing equations are numerically solved here to
simulate gravity currents propagating into a stratified ambient fluid
(which have been employed previously for this specific flow physics2),

@~ui

@~xi
¼ 0; (1)

@~ui

@~t
þ ~uj

@~ui

@~xj
¼ � @~p

@~xi
þ 1
Reb

@2~ui

@~xj@~xj
þ ~qegi ; (2)

@~q

@~t
þ ~uj

@~q
@~xj

¼ 1
ScReb

@2~q
@~xj@~xj

; (3)

@C

@~t
þ ~uj

@C
@~xj

¼ 1
ScReb

@2C
@~xj@~xj

; (4)

where all variables with a tilde on top are dimensionless, ui are the
components of the velocity field, p the pressure, q is the density, egi
the unit vector in the direction of gravity, and C is the concentration of
the passive scalar. The subscript i¼ 1 will correspond to the x-
direction, and i¼ 2 and 3 will be associated with y and z, respectively.
The depth of release h0 is taken to be the length scale and the buoyancy
velocity, Ub ¼

ffiffiffiffiffiffiffiffi
g 0h0

p
is the employed velocity scale with g 0

¼ gðqC � q0Þ=q0 the reduced gravity. The timescale is simply h0=Ub.
The dimensionless density and pressure are defined as

~q ¼ q� q0
qC � q0

and ~p ¼ p
q0U

2
b

:

The two dimensionless parameters in Eqs. (1)–(4), the buoyancy
Reynolds and Schmidt numbers, are defined as

Reb ¼ Ubh0
�

¼
ffiffiffiffiffiffiffiffi
g 0h30
�2

r
and Sc ¼ �

j
;

where � is the kinematic viscosity and j is the diffusion coefficient for
both the density and passive scalar field. Under this formulation, we
assume that the heavy fluid and ambient fluid are fully miscible and
have the same value of �. Furthermore, the Schmidt number is set to
unity, Sc ¼ 1. However, it has been reported that gravity current
dynamics are not sensitive to Sc provided that Sc � Oð1Þ or larger,
especially at large Reb.

27

The equations of motion are solved using the spectral element
code Nek500028 on the computing facilities at the University of
Melbourne29 and the National Computing Initiative (NCI) Australia.
Throughout, data will be extensively compared with the complement-
ing laboratory experimental setup.2 It is worthwhile to report the refer-
ence laboratory settings for the full-depth release lock-exchange
problem the present numerical study simulates. There, the heavy fluid
(saline) is placed in a smaller chamber in the left side of the tank sepa-
rated by a glass sheet from the right side of the tank, which is filled
with stratified fluid. The initial streamwise length (l0) and height (h0)
of the heavy fluid in the full-depth release of the heavy fluid are h0 ¼ 9
cm and lo ¼ 12 cm, and the width of the tank is Lz¼ 20 cm.

The computational schematic for the present numerical study
(which mirrors the laboratory experimental setup) is shown in Fig. 1.
The initial configuration of the heavy fluid is indicated by the red box.
To mimic the experiments, the aspect ratio is set to lo=h0 ¼ 4=3. The
length, height, and width of the computational domain are denoted,
respectively, as Lx, Ly, and Lz. Similar to the experiments, we will only
consider the full depth lock-release problem where the initial height of
the current extends to the top of the computational domain, i.e.,
h0 ¼ Ly . In the presentation of results, all the length scales are non-
dimensionalized with h0. Ideally, we would like Lx to be as large as pos-
sible to ensure that the right boundary is sufficiently far enough so as
not to influence the flow generated by the gravity current. We have
carried out our simulations using Lx=h0 ¼ 25, and an additional
Lx=h0 ¼ 37:5 case was run to ascertain dependency of our results on
Lx, and it was found that the Lx=h0 ¼ 25 domain sufficed to ensure
reliable data. For the spanwise direction, we will use Lz=h0 ¼ 1:5,
which is similar to values used by many preceding authors.2,12

The details of the utilized mesh for the spectral element method
(SEM) numerical solver are provided in Table II. As a brief introduc-
tory remark on meshes for SEMs, the domain is first discretized into a
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number of “macro-elements,” and inside each of these elements, points
are distributed unevenly, in this case on a Gauss–Lobatto–Legendre
(GLL) distribution and a high-order polynomial is fit to these points.
Between macro-elements, only C0 continuity is preserved. In this
study, for all cases run, the polynomial order is set to Np¼ 8. Spectral
element solvers are highly accurate with low numerical dissipation and
because only C0 continuity exists between spectral elements, visualiza-
tion of derivative terms that show smooth results is a common gauge
for a well-resolved flow field.30,31 It should further be noted that SEM
solvers typically offer rapid convergence with mesh refinement for
primitive variable statistics, which are continuous between elements in
the solution procedure. Examples include time-averaged streamwise
velocity in confined wakes32 and mean wall-normal velocity profiles in
wall-bounded origami surface simulations.33 To validate the present
simulations, we investigate two mesh resolutions. As a reference, the
wall-normal spacing to local Kolmogorov scale ratio for both mesh res-
olutions is plotted in Fig. 2 after tUb=h0 ¼ 35 time units for the unstrat-
ified case, S¼ 0. The unstratified case was chosen because it is
associated with the highest observed propagating current front velocity
uF of the stratification intensities investigated. For spectral element sim-
ulations, systematic study of grid-convergence has revealed that the tur-
bulence dynamics can be considered safely resolved when grid spacing
in directions of high-dissipation Dxi=g < 1634 but this may be overly
stringent for finite computing budgets and many turbulence statistics
are captured with less grid resolution. The time step size was adapted to
maintain a Courant number restriction, Co ¼ uDt=Dx < 0:5.

A comparison of the dimensionless current front location gener-
ated from both mesh resolutions is presented in Fig. 2(c) and we
observe excellent agreement. The streamwise grid requirement prece-
dent35,36 for gravity current simulations has been stated as

Dx � ðReScÞ�1=2. Because we use a spectral element mesh, the intra-
element spacing minimum Dxmin is finer than this requirement and
the maximum Dxmax is greater. Additionally, a stretching function is

applied in the wall-normal direction in order to fully resolve the cur-
rent nose. Given data collected from the different resolution meshes
yielded excellent agreement between the propagating current front
location, which is a major quantity of interest in this paper; we there-
fore conclude that with our finite computing budgets, for the statistics
we focus upon in this study, the “main” resolution from Table II suffi-
ces and will be employed for higher stratification intensities. It is
worthwhile to point out that specific study of the small-scale motions
would require use of the higher resolution mesh. Thus, some discus-
sion of these requirements for accurate and fully resolved DNS is
required. The wall-normal direction is chosen for investigation in
Fig. 2 because (i) the aforementioned streamwise grid requirements
have already been computed35,36 and (ii) subsequent results in this
manuscript show that there is only minimal variation between 2D sim-
ulations that neglect the spanwise direction and 3D simulations. It
should be noted that when a measure in all directions was computed,
Dl=g, where Dl ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DxDyDz3
p

was computed, the mean value Dl=g in
the propagating current head was approximately 15.0 in the main sim-
ulation set and approximately 5.0 in the high-resolution case. Thus,
whether or not this can be considered fully resolved DNS still requires
analysis of the small-scale features that forms forthcoming work, but
certainly is typical among DNS computations performed today.

B. Boundary conditions

This section discusses the finer details of computational represen-
tation of the laboratory lock-exchange experiment, which constitutes a
variable density fluid confined in an open tank, i.e., a free surface exists.
The primary variation in the computational setup of existing numeri-
cal contributions is in modeling of the free surface. This problem is
inherited from the general difficulties in computational representation
of free surfaces, where it is known that un-approximated time-depen-
dent free surface boundaries which move and deform present stringent
vertical-resolution requirements to be accurately captured.37 More
commonly, the free surface is simplified and approximated. This is an
active area of numerics research, for example, in open channels.38 The
often favored computationally efficient approach is the rigid-lid simpli-
fication, which imposes a free-slip boundary condition for the surface-
tangential stresses on a flat surface. Although it is the most common
treatment of a free surface, comparison with surface-resolved large
eddy simulation (LES) has revealed that instantaneous turbulent struc-
tures markedly differ by methodology adopted for the free surface rep-
resentation.39 This substantiates the generic finding that despite the
popularity of the rigid-lid simplification, it may be severely limited for
some flows.

FIG. 1. Schematic of the planar full-depth
lock-exchange release in a linearly strati-
fied ambient fluid computational domain.
Pertinent lock-release and computational
parameters annotated.

TABLE II. Computational grids utilized in this study. The table specifies Ni the num-
ber of spectral macro elements used in each direction, Np the polynomial order, and
Gp, the number of unique grid points.

Case Nx Ny Nz Nt Np Gp

Main 300 21 15 94 500 8 0:5� 108

Hi-res 350 60 20 420 000 8 2:2� 108

2D 500 30 … 15 000 8 0:9� 106
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Returning to the present gravity current context, standard rigid-lid
boundary condition at the top boundary has been employed by several
researchers.15,20 Additionally, free-slip boundary conditions were used
at the top and bottom boundaries to simulate intrusion currents.40 In
lieu of employing the rigid-lid approximation at the top boundary, the
alternative choice of no-slip boundary condition has also featured
prominently in unsteady gravity currents.2,18,41 The basis for this alter-
ation is the resultant agreement between generated numerical data and
experiments. Therefore, further attention is warranted as the intuitively
formulated approach to free surfaces has not hitherto been the preferred
numerical treatment in preceding numerical lock-exchange simulations.

Some prior contributions have also sought to address this topic.
When comparison of no-slip and free-slip top boundary condition was
the explicit focus of numerical simulations performed, it was found
that full-depth release heightened the role of top boundary condition,
but only minimal difference in the front location propagation was
observed.42 As the ambient fluid was unstratified in that comparison,
there is only a partial relevance of those findings to the present cam-
paign. It can be postulated that comparing with experimental data,
both no-slip and free-slip boundary conditions are plausible approxi-
mations of the tank free surface. Hence, discrepancy with experimental
data should be attributable to the boundary condition used at y¼ Ly.
This has been hinted at by previous researchers who compared and
contrasted laboratory and numerical data18 where correspondence was

included which explicitly deduced that the nature of the boundary con-
dition at the free surface is significant for some features of the flow.
Accordingly, we observe results that are quite sensitive to the boundary
condition used at y¼ Ly, especially for the larger values of stratification
intensity S due to the emergent internal waves. It should be noted that
examination of the boundary condition on the surface the gravity cur-
rent is traveling on has also received attention43,44 where mechanisms
responsible for lobe-cleft instabilities were investigated, and more
highly pertinent to the present effort, it has been found that a no-slip
wall substantially reduces the front propagation of the current head
compared with the free-slip boundary condition, and as a conse-
quence, in the no-slip case, the Froude number is reduced.

It remains to complete the numerical details for the present setup.
For all simulations carried out in this paper, free-slip boundary condi-
tions are applied at the two ends of the streamwise domain, x¼ 0, and
x¼ Lx for the velocity, density and passive scalar fields. Periodic
boundary conditions are used in the spanwise, z-direction. At the bot-
tom, y¼ 0 boundary, a no-slip boundary condition is used for the
velocity field, further, Neumann zero gradient boundary conditions
are used for density and passive scalar fields. The choice of free-slip
boundary conditions in the streamwise direction, and periodicity in
the spanwise direction requires some brief remark to contextualize the
expected effect of these choices. For the streamwise direction, choice of
no-slip for the left and right tank walls would be more physically

FIG. 2. Grid-spacing to instantaneous Kolmogorov scale, Dy=g comparison for 3D meshes used in this study: (a) main and (b) high-resolution. Spectral elements feature an
uneven GLL distribution grid-spacing and so the local grid resolution varies with intra-element spacing. Dimensionless front location against time plotted in (c) with open circles
corresponding to the high-resolution case and solid black line to the main mesh result.
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precise; however, this would introduce a boundary layer at the rear of
the current with demanding grid-point requirements with little
expected effect on the current head dynamics which is being investi-
gated here. Accordingly, the right-hand side of the tank boundary con-
dition is unimportant until the current reaches one depth scale of the
boundary.10 The choice of spanwise periodicity neglects the boundary
layer that would form near the tank side walls in the experiment and
so our present findings are expected to be similar to the conditions
into the tank mid-plane, away from the side walls.

The cases run in the present study are shown in Table III. The
ambient fluid density at the top of the domain q0 is held constant and the
density at the bottom qB is adjusted to obtain the required stratification
intensity S. As per the definition of buoyancy velocity Ub, the buoyancy
Reynolds number Reb is thus constant for all cases. Furthermore, there
are several objectives in this manuscript that each require separate combi-
nations of the available data. Accordingly, Table III states which data are
used for corresponding sections in the results in Sec. III. As a guiding
principle, we regard the 3D free-slip simulations as the primary dataset
for investigation in this manuscript, as we believe this is the most numeri-
cally accurate representation of the lock-exchange problem. Briefly, each
section aims to address the following research objectives:

• A: Similarity solutions of the current early after release, using the
primary dataset

• B: Front location comparison of free-slip and no-slip top bound-
ary condition, and 2D/3D simulation

• C: Front velocity time series, using the primary dataset
• D: Comparison of free-slip and no-slip top boundary condition
effect on structure of the subcritical propagating current head
and internal waves

• E: Effect of the internal gravity wave on the propagation of a
gravity current, as determined by reducing Reb without
stratification

• F: Influence of the top boundary condition on internal wave gen-
eration and propagation, investigated through 2D simulations at
two values of Reb

• G: Data-driven evaluation of similarity solutions in the inertial
propagation regime, using the primary dataset.

Thus, this manuscript aims to answer fundamental ques-
tions about similarity solutions in planar gravity currents using
the primary dataset, and also evaluates the robustness of these
findings and appropriateness of simulations methodology
through toggling whether the simulation is 2D/3D, varying the
buoyancy Reynolds number Reb, and toggling the top boundary
condition. Further, a summary of the stratification intensities
that feature in the primary dataset and the resultant internal
wave characteristics are given in Table IV.

C. Pertinent parameters andmathematical models

An understanding of the motion of gravity currents is gained in
this paper by appropriate scaling arguments as has previously been
applied in unstratified ambient lock-exchange gravity currents.9 The
scaling of profiles to demonstrate self-similarity requires velocity, time
and length scales arising from the present physical system and in this
section, the pertinent parameters will be reviewed. We will classify the
present flows by corresponding buoyancy Reynolds number which has
been shown to classify turbulence in stratified flows45 and is commonly
employed as a dimensionless parameter for work carried out similar to
present efforts.2,46 In the reference laboratory experiments carried
out,2 the buoyancy Reynolds Reb number obtained was approximately
20000. For the simulations carried out in this study, most of the results
presented feature Reb ¼ 14 142 but comparison with the reference lab-
oratory experiments is considered appropriate because as Reb increases
there is a weakening influence on gravity current dynamics.47 Note,
lock-exchange experiments in an unstratified ambient fluid48 showed
that at low Reynolds numbers, the current head mixing zone increased
with increasing Reynolds number owing to transition from Holmboe
waves to a Kelvin–Helmholtz instability. Furthermore, the Schmidt
number fixed to unity in this study contrasts the value in the reference
laboratory experiments which were conducted with saline, whereby
Sc� 700.

The strength of the ambient stratification is quantified by the
non-dimensional stratification intensity defined as

S ¼ qB � q0
qC � q0

: (5)

TABLE III. Summary of cases run in the present study and numerical details. Note
that 2D simulations vary the top boundary condition and buoyancy Reynolds Reb
number. Gray marker filling indicates use of wall for top boundary condition. The final
four cases reduce Reb by changing the ambient density without stratification, i.e.,
q0 ¼ qB.

2D/3D S Reb Top boundary Symbol Sections

2D 0.93 5000 Free-slip F
2D 0.93 5000 Wall F
2D 0.93 14 142 Free-slip B D F
2D 0.93 14 142 Wall D F
3D 0 14 142 Free-slip A B C G
3D 0.2 14 142 Free-slip A B C G
3D 0.4 14 142 Free-slip A B C G
3D 0.93 14 142 Free-slip A B C G
3D 0 14 142 Wall B
3D 0.2 14 142 Wall B
3D 0.4 14 142 Wall B
3D 0.93 14 142 Wall B

2D 0 6086 Free-slip E
2D 0 10 741 Free-slip E
2D 0 14 142 Free-slip E
2D 0.8 14 142 Free-slip E

TABLE IV. Summary of the stratification parameters considered in the present study
and characteristics of generated internal waves.

S Nh0 Nh0=Ub Uw=Ub Classification

0 0 0 0 …

0.2 0.63 0.45 0.14 Supercritical
0.4 0.9 0.632 0.2 Supercritical
0.93 1.36 0.967 0.31 Subcritical
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When cases are presented as stratified, we will only consider cases
where the ambient density increases linearly from q0 at the free surface
to qB at the bottom of the tank. We will also assume stable stratifica-
tion, i.e., qC > qB > q0, so 0 � S � 1. The initial value of the passive
scalar is CC for x < l0 and C0 for x > l0, i.e., the passive scalar seeds
the heavy fluid upon release.

The motion of the propagating gravity current vertically displaces
fluid parcels causing them to oscillate. For the present simulations con-
ducted with S> 0, the ambient stratification will give rise to internal
gravity waves with given intrinsic Brunt–V€ais€al€a frequency and propa-
gation velocity of the generated linear mode-one long wave is

N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g
h0

qB � q0
q0

r
and Uw ¼ Nh0

p
:

We define the internal wave Froude number as the ratio of an advect-
ing gravity current front, and the internal wave propagation,

Fr ¼ Uslump

Nh0
: (6)

When the Fr > 1=p ¼ 0:318, the initial slumping velocity is greater
than the internal mode-one long wave and this state is termed “super-
critical,” where the head of the current propagates initially with inter-
nal wave trailing behind.

The above-mentioned pertinent parameters are useful both for
flow classification and as characteristic scales to form inputs of theo-
retical self-similar solutions to governing equations. Several mathe-
matical models have been proposed for the motion and dynamics of
the gravity current with varying grades of approximation. Two of the
most widely used model classes will be here considered. The first
being box-models, which are composed of the volume continuity
requirement paired with dynamic modeling, such as an inertial-
buoyancy balance. Additionally, the box-model assumes a horizontally
uniform distribution of dense fluid and neglects the observed “head”
of the propagating current and is a purely kinematic model that
assumes mass conservation. The second being the more rigorous self-
similar solutions to the shallow water equations.17,49 It is important to
note that both the box and shallow water models assume there is no
mixing. Models for entrainment and mixing in the gravity current
have been considered.50 In this paper, we will be assessing the suitabil-
ity of present DNS results with the self-similar profiles which predi-
cate similarity solutions. The similarity variable is y ¼ x=xFðtÞ where
xFðtÞ is the front location of the gravity current and thus the length of
the current, and this paper informs the correct shape of H(y) to satisfy
the similarity solution,

hðy; tÞ ¼ /ðtÞHðyÞ; (7)

where h(y, t) is the height profile of the current, decomposed into /ðtÞ
which preserves continuity and H(y) is the self-similar current height
profile shape. The determined theoretical profiles for /ðtÞ and H(y)
are compared in Table V.

In order to compare the collected 2D and 3D data with mathe-
matical models of self-similar gravity currents, it is first required to
define a height for the gravity current for a density field with mixing
occurring. In the analysis of conducted experiments9 for S¼ 0, an
“equivalent height” �hqðx; tÞ for the current was defined by using the
density field,

�hqðx; tÞ
h0

¼

ðLy
0
ð�q � qOÞdyðLy

0
ðqC � qOÞdy

; (8)

where �qðx; y; tÞ is the averaged density field in the homogeneous span-
wise direction. From our experiences in post-processing the present
data, it is difficult to detect the front and height of the current using
�hqðx; tÞ consistently across our cases as potential contamination
occurs from spurious contributions of the stratified ambient fluid.
Instead, for this study, we define equivalent height based on the distri-
bution of the passive scalar C,

�hCðx; tÞ
h0

¼

ðLy
0
ð�C � COÞdyðLy

0
ðCC � COÞdy

; (9)

where �Cðx; y; tÞ is the spanwise averaged value of C. The equation
above gives an indication of the height of the gravity current at each x
location that would occur in the absence of mixing, i.e.,

CðyÞ ¼ CC; y � �hC;

C0; y > �hC:

(
(10)

Initially, in the ambient fluid, x > l0; �hC ¼ 0 and �hC=h0 ¼ 1 for
x < l0. For all times in our simulations 0 � �hC=h0 � 1. The front
location, xF, is defined as when �hC reaches a small threshold value. It
must be noted that when S¼ 0, �hC ¼ �hq.

III. RESULTS AND DISCUSSION
A. Similarity at early stage

At the early stage of evolution, immediately after release, the grav-
ity currents exhibit some universal scaling properties that can be
revealed by applying arguments found in scaling laws for extremely
strong thermals.51 At this early stage, the flow is mostly driven by grav-
ity (buoyancy) with the “reduced” gravity acceleration g 0B
¼ gðqC � qBÞ=qB, and its velocity is still very small. Note that the dif-
ferent stratified cases have different values of g 0B.

The pressure gradient has not been established yet so
p � p0 ¼ const. Under these conditions the equations of motion
reduce to a simple form d2h=dt2 ¼ �g 0B (free falling), where h is the
height of the current close to the origin. Straightforward integration
leads to the scaling law,

TABLE V. Comparison of the similarity profiles featured in Eq. (7) that determine the
height profile of the propagating gravity current. Note that V is the volume of the
gravity current with assumed no mixing, K is a constant, where K ¼ K1V1=3;
K1 ¼ ½272 Fr2

6�Fr2�1=3. Furthermore, the current front location xF is defined in the present
manuscript when Eq. (9) reaches a small threshold value.

Model

Box model17 /ðtÞ ¼ V
xF

¼ h0l0
xF

H(y)¼ 1

Shallow water17 /ðtÞ ¼ 4
9
K3 1

xF
HðyÞ ¼ 1

Fr2
þ 1
4
ðy2 � 1Þ
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h ¼ h0 � g 0Bt
2; (11)

where we imposed dh=dtðt ¼ 0Þ ¼ 0. This scaling is valid for
t � ffiffiffiffiffiffiffiffiffiffiffi

h0=g 0B
p

. Hence, one would expect plotting the value of the cur-
rent height at x � 0 will see a decrease in current height as a function
of t2. This is shown in Fig. 3(a), the evolution of the profiles of �hqðx; tÞ
is shown for the reference unstratified case. We pick a point
x=h0 ¼ 0:1 and plot the quantity �hqð0:1; tÞ in Fig. 3(b) for all S. The
pink line is a line of t2 and the data point from the simulations goes
through this pink line for all cases. Note that the lines for different S
have been shifted upward for clarity. This shows that this early time
scaling holds even when stratification is present in the ambient.

B. Front location and comparison with experimental
data

The normalized front location of the gravity current, xF is shown
in Fig. 4. As part of the present effort to accurately gauge the appropri-
ateness of numerical setup against the plotted experimental data, out-
puts of simulations featuring both free-slip and wall for the top
boundary conditions are compared and contrasted. For all values of S,
there is good agreement with experimental data for tUb=h0 < 30.

FIG. 3. (a) Equivalent height of the current at early times after release from the
unstratified case (S¼ 0), from tUb=h0 ¼ ½0; 3:5�. Note the placement of probe at
x¼ 0.1 denoted by the pink and dashed line, and (b) equivalent height at probe
location x¼ 0.1 as a function of time with quadratic decay plotted as reference, pro-
files shifted vertically to facilitate easier visualization.

FIG. 4. Dimensionless front location of gravity current against dimensionless time
for, (a) S¼ 0, (b) S¼ 0.2, (c) S¼ 0.4, and (d) S¼ 0.93 where the symmetric
top boundary condition case is re-plotted along with 2D results with profiles
shifted vertically. Markers correspond to present data with varying top boundary
condition as denoted in Table III. Gold lines correspond to the experimental data
obtained.2
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In this interval, the propagation of the current front location appears
linear, which is an observation that is corroborated by preceding par-
tial- and full-depth lock-exchange laboratory experiments.9 Beyond
this time-interval, the agreement between present simulations and
experiments for the S¼ 0 case suffers. However, qualitatively, both sets
of data show a decelerating current. We report that relative to the
experimental values, a defect emerges in the presented propagation of
the current front location. For the unstratified case, the results of simu-
lations with wall and free-slip top boundary conditions do not vary
appreciably. The level of agreement between experimental and numer-
ical data presented here is similar to previously reported findings in
unstratified planar and cylindrical configurations of gravity currents.12

The agreement between experimental and present DNS data for
time intervals beyond tUb=h0 > 30 is similar for the stratification
intensity, S¼ 0.2 but for increased stratification, S¼ 0.4 the agreement
improves and the experimental-to-DNS defect approximately halves.
Furthermore, whether free-slip or wall is chosen as the top boundary
condition for stratification intensities, S¼ 0.2 and S¼ 0.4, the resultant
profile does not vary significantly.

However, this is no longer the case for high stratification
S¼ 0.93. There are clear differences between the free-slip and wall top
boundary numerical scenario for S¼ 0.93. This is the subcritical case
(Fr < 1=p) where the internal gravity waves travel faster than the
propagating gravity current. For the wall case, the front location decel-
erates at tUb=h0 � 50 but thereafter re-accelerates, which does not
occur for the corresponding free-slip case in the restricted time-
interval investigated in this section. Because the S¼ 0.93 case presents
a departure from the agreement observed at lower stratification inten-
sities between profiles generated with disparate top boundary condi-
tions, closer attention is warranted. The difference between the wall
and free-slip cases will be later explained by showing the evolution of
isopycnals and contours of passive scalar C, and further analysis is
presented in Secs. IIID–III F. The present conclusion is that the sub-
critical S¼ 0.93 case reveals a pronounced influence of the top
boundary condition choice. Furthermore, in Fig. 4(d), the corre-
sponding 2D and 3D subcritical simulations with symmetric top
boundary are offset for direct comparison, and it is established that
front location profiles are well captured by 2D simulations, which
has been reported previously.2

Figure 5 re-plots the data of the normalized front location of the
gravity current, xF data on a log–log scale to enable power-law fitting
on a log–log graph (see, for example, application in power-law fluids,52

or for gravity currents11). Additionally, only the present data generated
with free-slip for top boundary condition are plotted. The different
shades consist of data in the slumping, transition and inertia phases.
The transition between phases of spreading lacks robust definition and
precise onset times. To estimate the demarcated propagation phases,
sophisticated approaches have been developed including matching
front velocities from corresponding scaling laws11 but presently we
revert to a simple estimation of the onset of the inertial region. Here,
we inspect the front velocity (shown in Sec. III C) and divide into
constant-velocity, power-law decay velocity and the transition interval.
We perform a least squares fit for data through each of these regions to
a function of the form, y ¼ axb. The power law that we obtain is anno-
tated in Fig. 5 and the function is graphed as a line.

It can be seen that in the slumping phase, the normalized front
location xF follows a � t1 power law for all the ambient stratification

considered, i.e., propagation of the front location is linear as in Fig. 4
and hence the propagation velocity is constant in this phase. However,
the coefficient of this power law monotonically decreases with increas-
ing stratification S from a ¼ 0:44 for the unstratified case to a ¼ 0:25
for S¼ 0.93. This indicates that the stratified environment decreases
the front velocity during the slumping phase. The explanation for this
trend is unsurprising and a consequence of our chosen constant
dimensionless number, Reb, which employs a buoyancy velocity Ub as
the characteristic velocity scale. Framing the problem as constant Reb
ignores the variation in density at the bottom of the domain qB, which
is the parameter varied in this studied to achieve variation in stratifica-
tion. For an increased stratification, there is an increased value of qB
and it follows a reduced density differential to drive the flow. With this
in mind, our primary focus is the quantitative change of the exponent
in the power law.

FIG. 5. Same as Fig. 4 but re-plotted on log –log scale. Markers correspond to
data-generated in the present study and lines correspond to power-law fits in sepa-
rate demarcated regions with power-law annotated.
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In the inertia phase, for the unstratified case, propagation of the
current front xF follows �t0:71. The exponent of the power law does
not change for S¼ 0.2 and 0.4 although for the latter case there is a
slight delay in onset of the inertia regime and a longer transition
region. However, it is clear that the exponent of the power law for the
inertia phase for the S¼ 0.93 case is dramatically higher. For the sub-
critical flow environment, the trailing internal waves, which are travel-
ing faster than (and therefore catching) the current-head, are also
observed to partially drive the current.

C. Front velocity

The position of the front location identified by the passive scalar
threshold yields a time-series which is differentiated to determine the
front velocity, uF ¼ dxF=dt. The normalized front velocity, uF, plotted
for the varying values of S, is shown in Fig. 6. The markers in the figure
are directly down-sampled from the present DNS data. The plotted
lines are computed by applying a Savitzky–Golay filter on the data to
remove high frequency components that do not fall into our present
attention, and the resulting smoothed lines form a visual guide to the

data. It is apparent from the front velocity time-variation that several
propagation phases exist and these have been extensively considered
for unstratified planar- and cylindrical-release currents.12

It is clear from Fig. 6(a) that initially all cases go through the
acceleration phase and simultaneously reach a peak front velocity at
tUb=h0 � 2. Thereafter, the front velocity rolls off to a near constant
value in the slumping phase. The velocity of the slumping region is
observed to decrease with increasing S. Furthermore, our data indicate
that the gravity current exhibits a longer time interval in the slumping
regime as stratification, S increases. After the slumping phase has com-
pleted, the front velocity for stratification intensities S ¼ 0; 0:2, and
0.4 does not appreciably differ in the transition-inertia intervals. For
the inertia phase, however, the front velocity for the subcritical
S¼ 0.93 seems to be the highest, which indicates that it has not under-
gone the same velocity power law decay as the lower stratification
cases.

Beyond the constant velocity slumping phase, the front velocity
transitions to self-similar regimes where power-law expression are able
to describe the front velocity decay. By balancing the buoyancy and
inertial forces in a boundary layer approximation, for unstratified pla-
nar currents the front velocity decay has been established,11

uF=Ub ¼ 2
3
np h0l0ð Þ1=3t�1=3; (12)

where np is a theoretical constant with various proposed values.
Similarly by balancing in a boundary layer approximation, buoyancy,
and viscous forces,21

uF=Ub ¼ 3
8
npHth

1=2
0 l1=20 Re1=8b t�5=8; (13)

where npHt is again a theoretical constant. Examining the validity of
these scaling laws motivates re-plotting the front velocity onto a log–
log plot in Fig. 6(b). The dimensionless front velocity uF=Ub power
law decay relations were derived for an unstratified ambient and there-
fore, their shift in time intervals of relevance when ambient stratifica-
tion is incorporated remains unknown. Instead, much of the preceding
analysis targeted toward gravity current front velocity has focused
attention on higher Re where large undulations are the result of roll-up
of the current due to Kelvin–Helmholtz instabilities.12

Since we are interested in incorporation of stratification, we
remark in Fig. 6(b) that the unstratified S¼ 0 case is clearly suggestive
of a power law decay and seems to match the predicted inertial decay,
uF=Ub / t�1=3 at tUb=h0 ¼ 45, and this onset time for inertial decay
is the same for stratification intensity S¼ 0.2. For the S¼ 0.4 and
S¼ 0.93 cases, we suggest a slight delay to onset of inertial decay,
tUb=h0 ¼ 50. This suggestion is quite pertinent for the S¼ 0.4 case
but the existence of power law decay for stratification intensity
S¼ 0.93 intensity is tenuous and conceptually retained here to facilitate
comparisons of current propagation.

D. Density field isocontours: Structure of the
subcritical propagating gravity current head and
internal waves

It was noted in Sec. IIC that propagation of the gravity current
front in a stratified ambient fluid can be more clearly determined by
contours of the passive scalar concentration, C, than the density field,
q. However, when stratification of the ambient fluid is present, the

FIG. 6. (a) Front velocity of gravity current for the duration of the simulation, for
ambient stratification strengths, S ¼ 0; 0:2; 0:4, and 0.93 for the free-slip top
boundary condition. The front velocity has been scaled by the buoyancy velocity,
Ub, and (b) re-plotted on log –log scale where profiles are vertically shifted in order
to assess the goodness of matching their slope to reference asymptotic behavior.
Dotted line corresponds to uF=Ub / t�1=3 scaling and dashed to uF=Ub / t�5=8.
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additional phenomena of internal waves occur in conjunction with the
gravity current and detection of the internal waves is not possible
through C. Consequently, we first turn attention to the connection
between the generated internal waves and top boundary condition.
This is investigated in the context of 2D simulations with S¼ 0.93.

Contours of the normalized density field q	 ¼ ðq� q0Þ=ðqC �
q0Þ are plotted for the case of the wall top boundary condition in Figs.
7(a)–7(f) and corresponding free-slip top boundary condition is shown
in Figs. 7(g)–7(l). Isolines of lower q	 values are detected which reveal
internal waves. In contrasting panels (a)–(c) and (g)–(i) in Fig. 7, it is
readily apparent that there is little observable difference in the shape
and size of the current head, the forming Kelvin–Helmholtz billows
swept behind the front region, nor the internal waves. However, at
tUb=h0 ¼ 30, visualized in (j) of Fig. 7, the head begins splitting due to
the presence a vortical motion for the symmetric top boundary condi-
tion case, but not when a wall is used as in Fig. 7(d). In the latter, an
internal wave appears behind the gravity current front. The interaction
of the gravity current and internal waves is informed by the current
acceleration, which initially for a small interval travels at a speed that is
faster than the wave.

The gravity current proceeds to decelerate to the slumping veloc-
ity and thereafter gradually decelerates. Eventually, the wave will
“catch” the current; we will term this occurrence a “transition point.”
In Fig. 7(f), it is clear that the internal wave has suppressed the head of
the gravity current in size and also cleaved the body of the current as
intense q	 regions are visibly present at x=h0 ¼ 12 and 15. This is in
contrast to the latter stage free-slip case, shown in Fig. 7(l), where big
rolls feature throughout the current head. It remains to describe the
dissimilarities in the structure of the isopycnals between the wall and
free-slip cases. The internal wave wavelength appears longer in the
free-slip case which is most evident in contrasting later time instances
in Figs. 7(f) and 7(l), attributable to the longer current head present in
the free-slip case. In the wall case, the shorter propagating current
head has merged with the Kelvin–Helmholtz billows, whereas for the
free-slip case, these billows seemed to continue to develop for the dura-
tion of visualized times.

An additional observation is that the generated internal wave has
formed at a closer streamwise location for the wall case relative to the
current front location. In the top left part of the numerical domain at
early time instances, the isolines appear significantly more disordered
which may indicate intense vorticity arising from the wall boundary
condition. In order to corroborate this observation, we contrast the
vorticity at an early time interval in Fig. 8 to see the effect of the top
boundary condition on the formation of vortical structures. It is appar-
ent that the vorticity associated with the current head is visually simi-
lar; however, it is clear that an intense vortical motion forms in the top
left of the domain for the wall top boundary condition case. It is this
structure that is responsible for the modified formation of the internal
waves that will play a role in shifting the transition point of the internal
wave interaction with the current head.

E. Effect of the internal gravity wave on the
propagation of a gravity current

As mentioned in Sec. II A, the Reynolds number of the gravity
current is calculated based on the density difference between the dense
fluid and the ambient fluid at the top of the domain (q0). However, in
a stratified environment, a gravity current encounters varying degrees

of density contrast between the heavier fluid and the surrounding
ambient fluid at different wall-normal heights. For instance, the den-
sity difference between the heavy fluid and the ambient fluid at the top
of the gravity current would be larger than at the bottom. Therefore,

FIG. 7. Visualization of the 2D planar gravity current with wall as the top boundary
on top, and free-slip on bottom. The gold isolines correspond to q	 ¼ 0:1;
0:3; 0:5; 0:7. Times shown are (a) and (g) tUb=h0 ¼ 0, (b) and (h) tUb=h0 ¼ 10,
(c) and (i) tUb=h0 ¼ 20, (d) and (j) tUb=h0 ¼ 30, (e) and (k) tUb=h0 ¼ 40, and (f)
and (l) tUb=h0 ¼ 50. Vertical orange line denotes gravity current front. Note that in
panel (e), the presence of a red-marker denotes the location of a local minima in
the generated internal wave.
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the local Reynolds number of the gravity current increases with wall-
normal height. To separate the effects of Reynolds number from the
influence of stratification (i.e., internal waves), the stratified gravity
current with S¼ 0.8 at buoyancy Reynolds number of Reb ¼ 14 142 is
compared with unstratified gravity currents at Reb ¼ 14 142, 10 741,
and 6086 corresponding to the density difference at the top, mid-
height and bottom of the stratified domain. It is postulated that the
“effective” density difference of the gravity current with S¼ 0.8 is the
density between the dense fluid and the mean density of the stratified
ambient fluid, which is the density of the stratified ambient fluid at the
domain mid-height.

Figure 9 illustrates the plot of the front location and front velocity
of a planar gravity current propagating in different ambient conditions
at Reb ¼ 14 142; 10 741, and 6086. To compare the front location and
velocity of the unstratified cases with the stratified cases, the velocity
scale of the stratified gravity current is used to non-dimensionalize the
front velocity and time.

It is evident that the unstratified ambient case with the highest
Reynolds number coincides with the gravity current traveling further
due to higher front velocity and conversely the lowest Reb case travels
slowest. The front location of the stratified case S¼ 0.8 is bounded by
these two extremes. For the case with a moderate buoyancy Reynolds
number Reb ¼ 10 741, the front position of the current is similar to the
stratified case S¼ 0.8 up to tUb=h0 � 38. Analyzing the front velocity
of the gravity current for these two cases in Fig. 9(b), it is observed that
they are in good agreement, especially in the constant velocity slump-
ing phase uF=Ub � 0.32 compared with uF=Ub � 0.31 for the stratified
S¼ 0.8 case. This indicates that stratification of the ambient fluid
reduces the effective Reynolds number of the gravity current. Note
that in Fig. 9(b) the gray horizontal solid line represents the velocity of
the linear, mode-one, long internal gravity wave, Nh0=p. The velocity
of the stratified case S¼ 0.8 in the slumping phase is greater than this
internal gravity wave, and therefore, the gravity current is in the super-
critical regime.

Within the unstratified cases, the front velocity leaves the con-
stant velocity phase at times tUb=h0 � 16; 25, and 33 for the high,

moderate and low Reb cases, respectively. Notably, the gravity current
in the S¼ 0.8 case transitions into a subcritical flow (Fr < 1=p) at
around tUb=h0 � 30, indicating the end of the slumping phase.
Following the end of the slumping phase, the gravity current enters the
self-similar regime. It is observed that the front velocity of the stratified
case decays at a rate much smaller than the unstratified cases. This
phenomenon is exclusively observed in the gravity current propagating
in a linearly stratified ambient due to the influence of internal gravity
waves. As the internal gravity wave generated at the lee side of the
head of the gravity current propagates, it “pushes” the current and
reduces the decay rate of the current’s front velocity.

Figures 10 and 11 present the spanwise-averaged contours of the
normalized passive scalar, illustrating the behavior of the unstratified
cases at high, moderate, and low buoyancy Reynolds numbers, in con-
junction with the stratified S¼ 0.8, Reb ¼ 14 142 case. These visualiza-
tions are provided both at the slumping and self-similar phases at
tUb=h0 ¼ 10 and 50, respectively. Observation of Fig. 10 reveals that
during the slumping phase, the gravity current flow becomes turbulent
in all cases, leading to the generation of Kelvin–Helmholtz billows
trailing behind the current. The position of the front of the stratified
gravity current in Fig. 10(d) is comparable to the case at moderate Reb
in Fig. 10(b), albeit distinct differences in the structures behind the
gravity current head are discernible.

FIG. 8. Visualization of the vorticity xz, shown is the subcritical S¼ 0.93 case with
Reb ¼ 14 142 for the 2D planar gravity current at tUb=h0 ¼ 7 for the top boundary
condition set to (a) wall and (b) free-slip.

FIG. 9. Plot of the (a) front location and (b) front velocity as a function of time for
gravity current propagating in the unstratified ambient at different buoyancy
Reynolds numbers Reb ¼ 14 142, 10 741, 6086 and the stratified case with S¼ 0.8
at Reb ¼ 14 142. Additionally in (b), the velocity of the linear, mode-one, long wave
NH=p is represented by a horizontal line.
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Notably, the size of the Kelvin–Helmholtz billows in the stratified
case is considerably smaller and less turbulent. This phenomenon can
be attributed to the influence of the ambient stratification inhibiting
the motion of the Kelvin–Helmholtz billows, leading to more
restrained and less turbulent behavior. At tUb=h0 ¼ 50, the front of
the stratified gravity current has traveled further than the unstratified
case at moderate Reb [see Figs. 11(b) and 11(d)] due to the slower
velocity decay in the self-similar phase as presented previously in

Fig. 9(b). The occurrence of internal waves can be observed in the con-
tour lines of the isopycnals. The internal waves generated at the back
of the head of the gravity current interact with the head of the gravity
current and push it forward.

F. Influence of top boundary condition on internal
wave generation and propagation

In Sec. IIID, variation in the generated internal waves and cur-
rent head morphology was documented for the higher stratification
intensity S¼ 0.93. At subcritical Froude number Fr, the influence of
the top boundary condition appears to be of greatest concern.
Therefore, quantitative investigation of the effects of top boundary
condition and buoyancy Reynolds number Reb are crucial and in this
section, it will be documented that results in the literature that obtain
matched data between numerical results and laboratory experiments
are merely fortunate.

To this end, the slumping velocity shown in Sec. IIIC is input to
compute the Fr number and the ensuing relationship with stratifica-
tion intensity S is plotted in Fig. 12(a). In general, the trend is for
Froude number Fr to decrease as the ambient stratification gets larger,
this is reflected by all data points in Fig. 12(a) and further, there is
good agreement between the data reported here with the experimental
reference data.2,18 The data that features in this section is 2D and this
is a safe numerical simplification given the comparison of 2D and 3D
results earlier in the manuscript.

The initially trailing internal waves have an obviously important
event of “transition” as they overrun the current head. It was shown in
Fig. 7 for the wall top boundary condition case that current propaga-
tion decelerated once the internal waves caught up and suppressed the
current head. It was also noted that the local minima of the trailing
internal wave could be detected, and this was plotted in Fig. 7(e). The
methodology to detect this local minima is prone to noise at early
times, because the basic algorithm we have developed for this purpose
simply filters the signal for regions where the spatial derivative flips
from a threshold number of consecutive negative values to consecutive
positive values.

Figure 12(b) shows the propagation of the normalized current
front location for S¼ 0.93 both for buoyancy Reynolds number Reb ¼
5000 and 14 142, as well as toggling free-slip and wall top boundary
conditions. At early time instances, tUb=h0 < 30 all the determined
profiles are in close agreement. Thereafter, the lower buoyancy
Reynolds number Reb ¼ 5000 with wall top boundary condition
undergoes transition first as evidenced by the current front decelera-
tion/re-acceleration event pair, occurring at tUb=h0 ¼ 50. The higher
Reynolds number Reb ¼ 14 142 case has a delayed onset of transition,
occurring approximately at tUb=h0 ¼ 60. Concerning the free-slip top
boundary condition cases, there was no appreciable discrepancy after
tUb=h0 ¼ 70 time units and so the higher Reynolds number Reb ¼
14 142 case was run for a longer duration. After tUb=h0 ¼ 125 time
units, the same current front deceleration/re-acceleration event pair
occurred as was present in the wall cases.

To complete the picture, in Fig. 12(c) we collate internal wave
propagation as quantified by the detected trailing wave local minima
for Reb ¼ 14 142 to compare and contrast the boundary condition
influence on propagation of the internal waves. For both cases, propa-
gation of the internal wave is quite similar to the theoretical wave
speed determined by the Brunt–V€ais€al€a frequency after approximately

FIG. 10. Spanwise-averaged contour of the normalized passive scalar for the
unstratified cases at different buoyancy Reynolds number Reb ¼ (a) 14 142, (b)
10 741, (c) 6086 and in, (d) S¼ 0.8 at Reb ¼ 14 142. All contours are plotted for
the gravity current in the slumping phase at tUb=h0 ¼ 10 where the front velocity of
the current is nearly constant. The solid gold lines in (d) represent the isopycnals.
The orange vertical lines indicate the front position of the gravity current.

FIG. 11. Same as Fig. 10 at tUb=h0 ¼ 50, which is now the self-similar inertia
phase.
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tUb=h0 ¼ 25 time units. However, it is apparent that the internal wave
forms slightly ahead for the wall top boundary condition, which causes
an earlier cleaving of the current head. The transition point occurs at
tUb=h0 ¼ 60 for the wall case and tUb=h0 ¼ 125 for the free-slip case.
This coincides with the deceleration/re-acceleration event pair docu-
mented in Fig. 12(b). We postulate that the change in vorticity at the
top boundary condition influences the formation of the internal wave.

Our contention is that for lock-exchange computational repre-
sentation as presently considered, simplification of free surfaces via the
rigid-lid approximation with free-slip boundary condition remains the
most suitable choice. However, if agreement between the experimental
results and numerical data is desired, tuning of the top boundary con-
dition and Reynolds number may reliably achieve this aim.

The conclusion of this section provides an explanatory basis for
the plethora of numerical modeling assumptions on simplifying repre-
sentation of the top boundary condition and buoyancy Reynolds num-
ber Reb that appear in reference literature.2,15,18 In general, the
transition phenomena inherent to subcritical gravity currents
(Fr < 1=p) are not altered by the numerical assumptions investigated
but corresponding the transition interval may be delayed. This finding
is restricted to subcritical gravity currents because for supercritical
gravity currents (Fr > 1=p) the current front and mode one long wave
are locked together.2

G. Similarity solution

In this section, we will compare the present DNS-outputted
scaled height profiles of the propagating current with predictions from

the box model and similarity solutions of the shallow water equations,
both detailed in Sec. II C. From the DNS data, we calculate equivalent
height profiles hC using only data in the inertia similarity phase. For
S¼ 0, this corresponds to tUb=h0 > 45 as obtained from inspection of
the front velocity in Fig. 6(b) and demarcated in Fig. 5. The gray lines
in Fig. 13 show instantaneous realizations of the normalized values of
hC. The x axis is normalized by xFðtÞ and the y axis is normalized by
h0l0=xFðtÞ. The normalization is such that the area underneath all the
curves integrates to unity in the absence of mixing. Accordingly, the
time-average of all instantaneous solutions is also shown. The distribu-
tion of the heavy fluid appears to be self-similar for the unstratified
propagating current in Fig. 13(a), at least naively insofar as the scaled
instantaneous realizations are not significantly deviating from the
time-averaged curve, i.e., the variance appears low and there is no
time-dependent evolution of the scaled solution.

Evaluation via empirical data as to whether the shallow-water
equation similarity solutions are appropriate representations of equiva-
lent height profiles has been previously investigated9 where it was
determined qualitatively that the observed current had the same shape
as the theoretical profiles and the increased fluid volume in the gravity
current front was captured. For the unstratified case, the two most
important deviations between the time-averaged scaled height of the
gravity current when compared with the similarity solutions of the
shallow-water equations are (i) the presence of additional oscillations
in the current body which are of long wavelength approximately on
the order of the current body and (ii) a slight overshoot in the height
of the current head. Similar scaled profiles have been obtained in

FIG. 12. (a) Plot of Froude number Fr in the slumping phase compared with experimental results of Dai et al.,2 denoted by gray circles, and Maxworthy et al.,18 denoted by
gray squares. (b) Propagation for the subcritical S¼ 0.93 current front for Reb ¼ 5000 and 14 142, with wall and free-slip top boundary condition, in addition, gold line corre-
sponds to experimental data,2 and (c) solid lines for propagating trailing internal wave for Reb ¼ 14 142 cases with contrasting top boundary conditions, and with diminished
markers re-plotted for current front location. For clarity, at the end of the profile the corresponding case marker from Table III is plotted to facilitate ease of visual comparison.
Also plotted in red is the propagation of trailing internal wave and theoretical propagation velocity of the generated linear mode-one long wave. All markers are consistent with
those presented in Table III.
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experiments of salt solutions53 but there the scaled profiles did not
have as clear prominence of additional oscillations in the current body.
For the unstratified case shown in Fig. 13(a), the self-similar inertial
phase does not appear adequately represented by the box model
because the box model completely neglects inclusion of the observed
oblique profile resulting from a coherent current head, more favorable
agreement is obtained with the shallow water approach, and we ascer-
tain self-similarity of the inertia phase through the collapsed profiles of
the equivalent height hc.

Moving to the case of weak stratification strength, S¼ 0.2, equiva-
lent height profiles are plotted in Fig. 13(b). Relative to the unstratified
ambient profiles, there is a slight decrease in the fluid volume in the
current head. In the current body, however, the profile appears flatter
and does not follow the monotonically increasing profile from current
rear-to-front suggested by the shallow water similarity solution. The
essential difference between weakly stratified ambient and the unstrati-
fied case being the lack of internal waves in the latter suggests that for
supercritical currents the presence of internal waves will act to inhibit
heavy density fluid accumulating nearer to the current head. When the
ambient stratification strength is increased to S¼ 0.4 as shown in
Fig. 13(c), there is no longer a discernible deeper current front, in this
sense, it appears the box model is a better representation of the equiva-
lent height profile than the shallow water model similarity solution.
However, the profile remains oscillatory and the associated wavelength
of the equivalent height profile appears much shorter than the oscilla-
tions present in the unstratified ambient cases. Finally, for the intensely
stratified S¼ 0.93 case, which is a subcritical propagating current, there
is a departure from the phenomena described here for the unstratified
and supercritical cases. For this case, there is a build-up of fluid in the
rear of the current, shown through equivalent height profiles in
Fig. 13(d). In contrast to the unstratified and supercritical Froude
number Fr cases, for the S¼ 0.93 case scaled equivalent height profiles,
including the current body and head, there are evident complications
toward formulation of a similarity solution introduced by the timescale
associated with transition detailed in Sec. III F.

It is worth noting that some peculiar features of the front and
head profile of the current (e.g., several decreasing bumps behind the
front, see Fig. 13) can be interpreted with the conventional mathemati-
cal model of the nonlinear waves in a fluid. In this model, the front
corresponds to a stepwise solution of a viscous flow in the two layer
fluids of different density. The lower layer, in which the stepwise
change occurs, corresponds to the gravity current, and all changes
along the layer are assumed to be relatively small in comparison with
the sharp step at the front and can be disregarded. Under these condi-
tions, the evolution equation for the front reduces to the Korteweg–de
Vries–Burgers (KdVB) equation,54–58 which describes the interplay
between nonlinear, viscous, and wave dispersion effects in the two-
layer system. The properties and the solutions of the KdVB equation
are well-known.57,58 For instance, the stepwise solutions can be mono-
tonic or oscillatory, with the oscillatory solutions having remarkably
similar profiles to the ones depicted in Figs. 13(a) and 13(b). An
important point is that the switch between two types of solutions is
controlled by dissipation in the system57,58 (i.e., the viscosity or
Reynolds number Reb in our case) and the strong dissipation can sup-
press these bumps completely (Ref. 57 argues that these bumps corre-
spond to the solitons in the systems). These properties of the KdVB
solutions are consistent with the results from our simulations. Further

FIG. 13. Scaled equivalent height profiles hCðx; tÞ of the gravity current for 3D
simulations with stratification (a) S¼ 0.0, (b) S¼ 0.2, (c) S¼ 0.4, and (d)
S¼ 0.93, and Reb ¼ 14 142. Gray lines are instantaneous realizations and black
line corresponds to the time-averaged profile. Dashed blue line is the similarity
solution to the shallow water equations with Fr ¼ 1:19, and solid blue is the box
model.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 036601 (2024); doi: 10.1063/5.0190835 36, 036601-15

Published under an exclusive license by AIP Publishing

 06 M
arch 2024 07:33:08

pubs.aip.org/aip/phf


verification of this assumption and estimation of the threshold value of
Reb that controls two regimes of front propagation (if it exists) is out-
side of the scope of the current study and will be reported in our future
work.

Visually comparing the scaled profiles and gauging their similar-
ity ideally requires enhancement through quantification and this will
be achieved here through matrix factorization. First, we will construct
a matrix, A, where each column vector will constitute a realization of
the scaled profiles in Fig. 13. The Amatrix has a singular value decom-
position (SVD),59

A ¼ URVT ; (14)

where the left and right singular vectors are denoted as U and V,
respectively. The diagonal elements of R are the singular values which
are arranged in order of magnitude, r1 > r2… > rn. The left col-
umns of the left singular vector U are taken to be the modes of the
scaled similarity profiles. More pertinently, the rows of VT indicate
times of relevance for the contribution of each mode.

In developing similarity solutions, we generally wish to first
understand whether self-similar profiles exist. The singular values pro-
duced by the SVD are a natural first point to begin answering this
question and are plotted in Fig. 14(a). Clearly, for all stratification
intensities investigated, there is an order of magnitude more energy in
the leading r0 mode but in the stratified S¼ 0.93 case there is signifi-
cantly more energy in the r1 mode than for the unstratified case.
Given the contributions the individual modes are linearly combined to
reproduce the A matrix, we are able to analyze the relative contribu-
tions of the most energetic r0 mode in the proposed inertia similarity
phase through the corresponding zeroth right singular vector V0 which
is shown in Fig. 14(b). Beginning with the unstratified case, the contri-
bution of V0 is steady across Dt	, which is the time relative to the onset
of the inertial self-similar regime. This is also the case for supercritical
stratification intensities, S¼ 0.2 and 0.4. However, as was noted in Sec.
IIIC, the existence of an inertial similarity phase as determined by
matched front velocity decay with the theoretical decay is only pur-
ported to exist for the subcritical Fr¼ 0.93 case and congruently, the
V0 contribution shows a monotonic time dependency for this case,
indicating that a similarity solution is not present. This illustrates the
point that SVD has corroborated visual inspection of the scaled equiv-
alent height profiles and cases where the most energized mode contri-
bution is consistent in time indicates existence of a self-similar profile.

H. Conclusion

The first principal novel contribution of the present work is a
clearer understanding of the influence of the top boundary condition
that approximates a free-surface in the lock-exchange gravity current
context. Hitherto, it can be summarized that it had merely been docu-
mented that no-slip wall rather than more conventional rigid-lid
boundary conditions in the simplified representation of a free surface
may yield better agreement between numerical and laboratory experi-
mental datasets, particularly as the stratification parameter S increases.
It is documented here that choice of top boundary condition and
specified Reynolds number can influence vorticity distributions in the
domain and therefore modify the starting position of formed internal
waves relative to the propagating current front. In a subcritical Fr
number scenario, the consequence of an increased distance between
internal waves and current front will be a delayed interaction between

these two features. This results in a shift in the onset time of the
momentary deceleration and re-acceleration event pair affecting the
current front propagation. The findings here should clarify the limita-
tions in simplified representations of free-surfaces and appropriate
choice of top boundary condition where efficiency is required should
be determined by the application being considered.

Concerning gravity current physics, the scaling of equivalent
height profiles for propagating gravity currents in unstratified and lin-
ear inversely stratified ambient spanning sub- and supercritical Fr
regimes has been investigated via DNS. The present contribution
extends the established literature of asymptotic self-similar propaga-
tion phases originating from an instantaneous release by assessing
whether such an approach remains valid when the ambient fluid is
stratified. Additionally, a matrix composed of column vectors for
instantaneous scaled height profiles restricted to the similarity phase is
constructed. Subsequently, the SVD is computed furnishing a data-
driven counterpart that quantitatively supplements the analysis. It was
found that for lower values of S, where the corresponding Froude
number Fr was subcritical, scaled profiles remained self-similar in the
inertial phase, particularly closer to the current head. However, for the
subcritical case with increased stratification S¼ 0.93, there appeared to

FIG. 14. Results of the singular value decomposition of the self-similar profile
matrix, A: (a) the magnitude of the first 20 singular values, A, and (b) V0, the leading
right singular vector, during the proposed similarity phase. For this plot, Dt	 denotes
time after the onset of the self-similar inertial regime in tUb=h0 time units.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 036601 (2024); doi: 10.1063/5.0190835 36, 036601-16

Published under an exclusive license by AIP Publishing

 06 M
arch 2024 07:33:08

pubs.aip.org/aip/phf


be a time-dependency on the resulting profiles. This finding was cor-
roborated by the SVD analysis, which suggested a time-dependency of
the leading mode contribution for the subcritical case. While the
contributions of this paper have shed light on the geometrical
self-similarity of gravity currents propagating into a stratified ambient,
further questions have arisen about the capability of data-driven decom-
position to identify potential for similarity solutions to governing equa-
tions which will form the basis of future work. Also, forming a focus for
future work will be a comparative analysis between stratified and unstrati-
fied gravity currents to ascertain impact of ambient stratification strength
on the small-scalemixing behavior through energy frameworks.60
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