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• Agent: A “device” that responds to stimuli 
from its environment

Sensors– Sensors
– Actuators

• The goal of artificial intelligence is to build 
t th t b h i t lli tlagents that behave intelligently
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• Reflex: actions are predetermined responses to 
the input data
I t lli t ti ff t d b• Intelligent response: actions affected by
knowledge of the environmentg

• Goal seeking
• Learning
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• Engineering track
– Performance oriented

• Researcher tries to maximize the performance of the• Researcher tries to maximize the performance of the 
agents.

• Theoretical track
– Simulation orientedSimulation oriented

• Researcher tries to understand how the agents produce 
responsesresponses.
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• Proposed by Alan Turing in 1950
• Benchmark for progress in artificial intelligence
• Test setup: Human interrogator communicates 

with test subject by typewriterwith test subject by typewriter.
• Test: Can the human interrogator distinguish 

whether the test subject is human or machine?
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• Template matching
• Image processing

– edge enhancement
– region findingregion finding
– smoothing

• Image analysis
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• Syntactic Analysis
• Semantic Analysis
• Contextual Analysis
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1. Collection of states
– Start (or initial) state

G l t t ( t t )– Goal state (or states)
2. Collection of productions: rules or movesp

– Each production may have preconditions
3. Control system: decides which production to 

apply nextapply next
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• State Graph: All states and productions
• Search Tree: A record of state transitions 

l d hil hi f l t texplored while searching for a goal state
– Breadth-first search
– Depth-first search
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Figure 11.5 Deductive reasoning in 
the context of a production system
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• Heuristic: A quantitative estimate of the 
distance to a goal
R i t f d h i ti• Requirements for good heuristics
– Must be much easier to compute than a complete p p

solution
Must provide a reasonable estimate of proximity to– Must provide a reasonable estimate of proximity to 
a goal
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• Representation and storage
• Accessing relevant information

– Meta-Reasoning
– Closed-World AssumptionClosed World Assumption

• Frame problem
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• Imitation
• Supervised Training
• Reinforcement
• Evolutionary Techniques• Evolutionary Techniques
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• Artificial Neuron
– Each input is multiplied by a weighting factor.

O t t i 1 if f i ht d i t d th– Output is 1 if sum of weighted inputs exceeds the 
threshold value; 0 otherwise.

• Network is programmed by adjusting weights 
using feedback from examplesusing feedback from examples.
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(continued)
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(continued)
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(continued)
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• Associative memory: The retrieval of 
information relevant to the information at hand
O di ti f h k t b ild• One direction of research seeks to build
associative memory using neural networks that y g
when given a partial pattern, transition 
themselves to a completed patternthemselves to a completed pattern.
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• Truly autonomous robots require progress in 
perception and reasoning.
M j d b i d i bilit• Major advances being made in mobility

• Plan development versus reactive responsesPlan development versus reactive responses
• Evolutionary robotics
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• When should a computer’s decision be trusted 
over a human’s?
If t d j b b tt th h• If a computer can do a job better than a human, 
when should a human do the job anyway?j y y

• What would be the social impact if computer 
“i lli ” h f h ?“intelligence” surpasses that of many humans?
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