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Abstract. A new monotone quantity in graphical mean curvature flows of higher codimen-

sions is identified in this work. The submanifold deformed by the mean curvature flow is the

graph of a map between Riemannian manifolds, and the quantity is monotone increasing un-

der the area-decreasing condition of the map. The flow provides a natural homotopy of the

corresponding map and leads to sharp criteria regarding the homotopic class of maps between

complex projective spaces, and maps from spheres to complex projective spaces, among others.

1. Introduction

We start with the following theorem and its corollary proved in [18].

Theorem 1.1. Let f : (Sn, gstd) → (Sm, gstd) be an area-decreasing smooth map between

standard unit spheres of dimensions n,m ≥ 2. Let Γf be the graph of f as a submanifold of

Sn×Sm, then the mean curvature flow of Γf in Sn×Sm exists smoothly and remains graphical

for all time, and converges smoothly to the graph of a constant map.

Corollary 1.2. Any area-decreasing map from (Sn, gstd) to (Sm, gstd) with dimensions n,m ≥ 2

must be homotopically trivial.

Explicit examples of non-trivial homotopy classes in πn(S
m) when n ≥ m inspire interests to

find local geometric conditions that determine the homotopy class of a map from Sn to Sm. The

“stretch” or “1-dilatation” of such a map has been considered by Lawson [9], Hsu [8], Gromov

[4], and DeTurck–Gluck–Storm [3]. In [5], Gromov proposed to study how the k-dilation of a

map Sn → Sm is related to its homotopy class. In particular, he showed in [5, page 179 and

Corollary on page 230] (see also Section 2 of [6]) that there exists a constant ε(n,m) > 0 such

that a map f : (Sn, gstd) → (Sm, gstd) with 2-dilation (see below) less than ε(n,m) everywhere

must be homotopically trivial. It was conjectured that ε(n,m) can be chosen to be one, as a

map with 1-dilation less than one is clearly homotopically trivial. Unbeknown to the authors
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of [18], the conjecture was affirmed by Corollary 1.2 : a map f : (Sn, gstd) → (Sm, gstd) with

2-dilation less than one is exactly an area-decreasing map. By contrast, such a result does not

hold for the 3-dilation by the work Guth [7], see stronger results about k-dilations therein.

Area-decreasing maps in the mean curvature flow arise in a rather different context. It was

shown in [21] that the Gauss maps of a mean curvature flow form a harmonic map heat flow,

and area-decreasing maps correspond to a convex region in the Grassmannian. It was proved in

[18] that the area-decreasing condition is preserved by the mean curvature flow under curvature

assumptions of the domain and the target manifolds (see [22] for the case when the target

space is 2-dimensional). There were several later extensions [10, 17, 1] of the results in [18] to

allow more general curvature conditions, all based on the study of the evolution equation of

the symmetric 2-tensor S[2] (see [18, section 5], or section 3 of this article), whose positivity

corresponds to the area-decreasing condition. In this article, we consider the evolution equation

(3.8) of the logarithmic determinant of S[2]. This novel formulation significantly improves our

understanding of the ambient curvature terms involving in the evolution equation which leads to

the sharp homotopic criteria mentioned in the title. In particular, unlike previous works whose

assumptions rely on the sectional curvatures of the domain and target manifolds, Theorem 1.4

relies on the Ricci curvatures. This enable us to prove Corollaries 1.5 and 1.6 regarding the

complex projective spaces.

It is best to describe the area-decreasing condition and the new monotone quantity in term

of singular values. Recall for a C1 map f : (Σ1, g1) → (Σ2, g2) between Riemannian manifolds,

the singular values of df at a point p ∈ Σ1 are the non-negative square roots of eigenvalues of

(df |p)T (df |p). Suppose Σ1 is of dimension n and the singular values are λi, i = 1, · · · , n, then
the 2-dilation of f is defined to be

max
i<j

λiλj . (1.1)

A map is said to be area-decreasing if the 2-dilation is less than one everywhere, or

λiλj < 1 for any i < j . (1.2)

This article considers the mean curvature flow of the graph of f , Γf , as a submanifold of

Σ1×Σ2. Under suitable curvature assumptions on Σ1 and Σ2 and the area-decreasing condition,

the flow remains the graph of a family of maps ft. The new monotone quantity is

log

 ∏
1≤i<j≤n

2(1− λ2
iλ

2
j )

(1 + λ2
i )(1 + λ2

j )

 , (1.3)

where λi’s are the singular values of ft.

We state the main theorems in the following.
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Theorem 1.3. Let (Σ1, g1) and (Σ2, g2) be two compact, Riemannian manifolds. Let n =

dimΣ1, m = dimΣ2, and assume n ≥ m ≥ 2. Suppose that their sectional curvatures satisfy

κ1 ≥ 1 and κ2 <
2n−m− 1

m− 1
.

Then, for any area-decreasing map f : Σ1 → Σ2, the mean curvature flow in Σ1 × Σ2 starting

from Γf exists for all time, and remains graphical. Moreover, it converges smoothly to the graph

of a constant map as t → ∞.

The condition κ1 ≥ 1 means that κ1(σ) ≥ 1 for any σ ∈ Λ2(TΣ1).

Theorem 1.4. Let (Σ1, g1) and (Σ2, g2) be two compact Riemannian manifolds. Assume

dimΣ1 ≥ dimΣ2 ≥ 2. Suppose that their Ricci and sectional curvatures satisfy

Ric1
g1

≥ Ric2
g2

and κ1 + κ2 > 0 .

Then, the same conclusion as Theorem 1.3 holds true.

The first curvature condition means that Ric1(u,u) ≥ Ric2(v,v) for any unit vectors u ∈
TΣ1 and v ∈ TΣ2. The second curvature condition means that κ1(σ1) + κ2(σ2) > 0 for any

σ1 ∈ Λ2(TΣ1) and σ2 ∈ Λ2(TΣ2).

We state some corollaries of homotopic criteria which follow from the above theorems. Con-

sider the complex projective spaces endowed with the Fubini–Study metrics, gFS. Our theorems

imply the following results:

Corollary 1.5. Any area-decreasing map from (CPn, gFS) to (CPm, gFS) with n ≥ m ≥ 1 must

be homotopically trivial.

It is known that the homotopy class of a map in [CPn,CPm] is determined by the induced

map on the cohomology groups [14] for n < m, and by the degree for n = m [12]. Since

the identity map is not homotopically trivial, the area-decreasing condition in Corollary 1.5 is

sharp.

Another corollary concerns about π2n+1(CPn), which is isomorphic to π2n+1(S
2n+1) ∼= Z by

the long exact sequence induced by the Hopf fibration S1 → S2n+1 → CPn.

Corollary 1.6. Any smooth map f : (S2n+1, gstd) → (CPn, gFS) with 2-dilation less than 2n
2n+1

everywhere must be homotopically trivial.

Note that the Hopf fibration S2n+1 → CPn represents the generator of π2n+1(CPn) ∼= Z. It is
a straightforward computation to show that the Hopf fibration (S2n+1, gstd) → (CPn, gFS) has

singular values 0 (of multiplicity 1) and 1 (of multiplicity 2n). With this understood, Corollary

1.6 is sharp as n → ∞.
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The paper is organized as follows. In section 2, we review some properties of graphical mean

curvature flow. In section 3, the evolution equation of the logarithmic determinant of S[2] is

derived. Section 4 is devoted to prove the main theorems, 1.3 and 1.4. In section 5, we explain

the implications of the main theorems.

2. Preliminary

Given two Riemannian manifolds (Σ1, g1) and (Σ2, g2), consider the symmetric 2-tensor S

on Σ1 × Σ2 defined by

S(X,Y ) = ⟨π1(X), π1(Y )⟩ − ⟨π2(X), π2(Y )⟩

for any X,Y ∈ T (Σ1×Σ2). It is not hard to see that S is parallel with respect to the Levi-Civita

connection of the product metric. Let n = dimΣ1 and m = dimΣ2.

For a map f : Σ1 → Σ2, let Γf be the graph of f . As in [18, section 4], one can apply

the singular value decomposition at any p ∈ Σ1 to df |p to find orthonormal basis {ei}ni=1 for

T(p,f(p))Γf , and {eα}n+m
α=n+1 for (T(p,f(p))Γf )

⊥ such that

S(ei, ej) =
1− λ2

i

1 + λ2
i

δij , S(ei, eα) =
−2λi

1 + λ2
i

δi(α−n) , S(eα, eβ) =
−(1− λ2

α−n)

1 + λ2
α−n

δαβ , (2.1)

where {λi}ni=1 are the singular values of df |p. Indeed, there exist orthonormal bases {ui}ni=1

for TpΣ1 and {vj}mj=1 for Tf(p)Σ2 such that

ei =
1√

1 + λ2
i

(ui + λivi) for i ∈ {1, . . . , n} ,

eα =
1√

1 + λ2
α−n

(−λα−nuα−n + vα−n) for α ∈ {n+ 1, . . . , n+m} .

(2.2)

It is convenient to set λi to be 0 when i > min{n,m}.
Suppose that {Γft} is a mean curvature flow. Let Ft be the embedding x ∈ Σ1 → (x, ft(x)) ∈

Σ1 × Σ2. Consider the tensor F ∗
t S on Σ1, and denote its components by Sij . From [18, (3.7)],

F ∗
t S obeys the following equation along the mean curvature flow:

(
d

dt
−∆)Sij = RkikαSαj +RkjkαSαi

+ hαkℓhαkiSℓj + hαkℓhαkjSℓi − 2hαkihβkjSαβ ,
(2.3)

which is in terms of an evolving orthonormal frame. Here, the Laplacian ∆ is the rough

Laplacian for 2-tensors of Γf(t), and Rkikα = ⟨R(ek, eα)ei, ek⟩ is the coefficient of the Riemann

curvature tensor of Σ1 × Σ2.

The (spatial) gradient of F ∗
t S is computed on [18, p.1121]:

Sij;k = hαkiSαj + hαkjSαi , (2.4)
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where hαki = ⟨∇̄ekei, eα⟩ is the coefficient of the second fundamental form of Γf(t) in Σ1 × Σ2.

In terms of the frame {ei}ni=1 (2.1), F ∗
t S is diagonal, and

(Sii + Sjj) =
2(1− λ2

iλ
2
j )

(1 + λ2
i )(1 + λ2

j )
.

It follows that the 2-positivity1 of F ∗
t S is equivalent to that f(t) being area-decreasing.

3. The Evolution Equation of log(detS[2])

In [18, section 5], one introduces a tensor S[2] from F ∗
t S, which can be viewed as a symmetric

endomorphism on Λ2(T ∗Γf ). With respect to an orthonormal frame,

S
[2]
(ij)(kℓ) = Sikδjℓ + Sjℓδik − Siℓδjk − Sjkδiℓ (3.1)

for any i < j and k < ℓ.

Suppose that at a space-time point p, S is diagonal, Sij |p = Siiδij . As in (2.1), at this point

Sii =
1− λ2

i

1 + λ2
i

, and set Cii =
2λi

1 + λ2
i

. (3.2)

Note that S2
ii + C2

ii = 1. S[2] being positive is equivalent to Sii + Sjj > 0 for i < j. We need

the following calculation lemma for the evolution of Sii + Sjj , i < j.

Lemma 3.1. Suppose that S[2] is positive definite. For any i, j with 1 ≤ i < j ≤ n,

(Sii + Sjj)
−1(

d

dt
−∆)(Sii + Sjj) +

1

2
(Sii + Sjj)

−2|∇(Sii + Sjj)|2

≥ 2
∑
k

[
h2(n+j)ki + h2(n+i)kj + h2(n+i)ki + h2(n+j)kj +

∑
ℓ>n

(
h2(n+ℓ)ki + h2(n+ℓ)kj

)]
− 2(Sii + Sjj)

−1
∑
k

[
Rkik(n+i)Cii +Rkjk(n+j)Cjj

]
+ 2(Sii + Sjj)

−2
∑
k

(
h(n+i)kiCjj + h(n+j)kjCii

)2
.

(3.3)

In the above expression, the summation index k is from 1 to n.

Proof. By (2.3) and (2.1),

(
d

dt
−∆)Sii = 2

∑
k,α

RkikαSαi + 2
∑
α,k

h2αkiSii − 2
∑
α,k

h2αkiSαα

= −2
∑
k

Rkik(n+i)Cii + 2
∑
k,ℓ

h2(n+ℓ)kiSii + 2
∑
k,ℓ

h2(n+ℓ)kiSℓℓ

1The sum of any two eigenvalues is positive.
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where k is from 1 to n, and ℓ is from 1 to m. It follows that

(
d

dt
−∆)(Sii + Sjj) = −2

∑
k

[
Rkik(n+i)Cii +Rkjk(n+j)Cjj

]
+ 2

∑
k,ℓ

h2(n+ℓ)ki(Sii + Sℓℓ) + 2
∑
k,ℓ

h2(n+ℓ)kj(Sjj + Sℓℓ) .

On the other hand, by (2.4) and (2.1),

|∇(Sii + Sjj)|2 = 4
∑
k

(
h(n+i)kiCii + h(n+j)kjCjj

)2
. (3.4)

Therefore,

(Sii + Sjj)
−1(

d

dt
−∆)(Sii + Sjj) +

1

2
(Sii + Sjj)

−2|∇(Sii + Sjj)|2

= −2(Sii + Sjj)
−1
∑
k

[
Rkik(n+i)Cii +Rkjk(n+j)Cjj

]
+ 2(Sii + Sjj)

−1 [I + II] ,
(3.5)

where

I =
∑
k,ℓ

h2(n+ℓ)ki(Sii + Sℓℓ) +
∑
k,ℓ

h2(n+ℓ)kj(Sjj + Sℓℓ) ,

and

II = (Sii + Sjj)
−1
∑
k

[
h(n+i)kiCii + h(n+j)kjCjj

]2
.

We claim that

I + II ≥ (Sii + Sjj)
∑
k

[
h2(n+j)ki + h2(n+i)kj + h2(n+i)ki + h2(n+j)kj +

∑
ℓ>n

(
h2(n+ℓ)ki + h2(n+ℓ)kj

)]
+ (Sii + Sjj)

−1
∑
k

(
h(n+i)kiCjj + h(n+j)kjCii

)2
,

(3.6)

which proves the lemma.

By taking out ℓ = i, j, the term I can be rewritten as

I = I′ +
∑
k

[
h2(n+j)ki + h2(n+i)kj

]
(Sii + Sjj)

+
∑
k

∑
ℓ̸={i,j}

h2(n+ℓ)ki(Sii + Sℓℓ) +
∑
k

∑
ℓ̸={i,j}

h2(n+ℓ)kj(Sjj + Sℓℓ) ,
(3.7)

where

I′ = 2
∑
k

[
h2(n+i)kiSii + h2(n+j)kjSjj

]
.
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If m > n, consider the ℓ > n terms in the last two summands (both are non-negative due

to our assumption) in (3.7). When ℓ > n, Sℓℓ = 1. It follows that Sii + Sℓℓ ≥ Sii + Sjj , and

Sjj + Sℓℓ ≥ Sii + Sjj .∑
k

∑
ℓ>n

h2(n+ℓ)ki(Sii + Sℓℓ) +
∑
k

∑
ℓ>n

h2(n+ℓ)kj(Sjj + Sℓℓ)

≥ (Sii + Sjj)
∑
k

∑
ℓ>n

[
h2(n+ℓ)ki + h2(n+ℓ)kj

]
.

Therefore,

I ≥ I′ + (Sii + Sjj)
∑
k

[
h2(n+j)ki + h2(n+i)kj +

∑
ℓ>n

(h2(n+ℓ)ki + h2(n+ℓ)kj)

]
.

Grouping I′ and II yields

I′ + II

= 2
∑
k

[
h2(n+i)kiSii + h2(n+j)kjSjj

]
+ (Sii + Sjj)

−1
∑
k

[
h(n+i)kiCii + h(n+j)kjCjj

]2
= (Sii + Sjj)

∑
k

[
h2(n+i)ki + h2(n+j)kj

]
+ (Sii + Sjj)

−1
∑
k

[
h(n+i)kiCjj + h(n+j)kjCii

]2
,

where the last equality follows from the identity

2Sii + (Sii + Sjj)
−1C2

ii = (Sii + Sjj) + (Sii + Sjj)
−1C2

jj .

Putting these together proves the claim (3.6). □

We are now ready to derive the evolution equation of log(detS[2]).

Theorem 3.2. Suppose that S[2] is positive definite. The function log(detS[2]) satisfies

(
d

dt
−∆) log(detS[2]) ≥ 2|A|2 + 2(n− 2)

∑
1≤i≤n

∑
1≤k≤n

h2(n+i)ki + 2RS + 2QS (3.8)

where

RS =−
∑

1≤i<j≤n

(Sii + Sjj)
−1

∑
1≤k≤n

[
Rkik(n+i)Cii +Rkjk(n+j)Cjj

]
(3.9)

and

QS =
∑

1≤i<j≤n

(Sii + Sjj)
−2

∑
1≤k≤n

(
h(n+i)kiCii + h(n+j)kjCjj

)2
+

∑
1≤i<j≤n

(Sii + Sjj)
−2

∑
1≤k≤n

(
h(n+i)kiCjj + h(n+j)kjCii

)2
.

(3.10)

In particular, QS ≥ 0.
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Proof. Suppose that S[2] is positive definite, and denote its inverse by Q. Note that Q(ij)(kℓ)|p =
(Sii+Sjj)

−1δikδjℓ. Consider the function log det(S[2]). At p, this quantity is
∑

1≤i<j≤n log(Sii+

Sjj). For brevity, write A,B for the indices of S[2]. We compute

(
d

dt
−∆) log(detS[2]) = QAB

[
(
d

dt
−∆)S

[2]
AB

]
− (∇ℓQ

AB)(∇ℓS
[2]
AB)

= QAB

[
(
d

dt
−∆)S

[2]
AB

]
+QAC(∇ℓS

[2]
CD)Q

DB(∇ℓS
[2]
AB)

at p
=
∑
A

QAA

[
(
d

dt
−∆)S

[2]
AA

]
+
∑
A,B

QAAQBB
∣∣∣∇S

[2]
AB

∣∣∣2 . (3.11)

The first term on the last line of (3.11) is∑
1≤i<j≤n

(Sii + Sjj)
−1(

d

dt
−∆)(Sii + Sjj) . (3.12)

For the second term, it follows from the definition (3.1) that S
[2]
(ij)(kℓ) ≡ 0 when i, j, k, ℓ are all

distinct. If i, j, k are all distinct, S
[2]
AB = ±Skℓ for A = (ij) or (ji), and B = (ik) or (ki). With

this understood, the second term of (3.11) becomes∑
1≤i<j≤n

(Sii + Sjj)
−2|∇(Sii + Sjj)|2 + 2

∑
1≤i≤n

∑
1≤j<k≤n
j ̸=i, k ̸=i

(Sii + Sjj)
−1(Sii + Skk)

−1|∇Sjk|2 .

(3.13)

Since the last summation is taken over j < k, there is a coefficient 2.

With (3.11), (3.12) and (3.13), one finds that

(
d

dt
−∆) log(detS[2])

≥
∑

1≤i<j≤n

[
(Sii + Sjj)

−1(
d

dt
−∆)(Sii + Sjj) +

1

2
(Sii + Sjj)

−2|∇(Sii + Sjj)|2
]

+
1

2

∑
1≤i<j≤n

(Sii + Sjj)
−2|∇(Sii + Sjj)|2 .

By invoking Lemma 3.1 and (3.4),

(
d

dt
−∆) log(det(S[2]))− 2RS − 2QS

≥ 2
∑

1≤i<j≤n

∑
1≤k≤n

[
h2(n+j)ki + h2(n+i)kj + h2(n+i)ki + h2(n+j)kj + 2

∑
ℓ>n

(
h2(n+ℓ)ki + h2(n+ℓ)kj

)]
≥ 2|A|2 + 2(n− 2)

∑
1≤i≤n

∑
1≤k≤n

h2(n+i)ki .

It finishes the proof of this theorem. □
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3.1. Some Estimates. Consider the function

φ(λ1, . . . , λn) = log

 ∏
1≤i<j≤n

1− λ2
iλ

2
j

(1 + λ2
i )(1 + λ2

j )

 (3.14)

defined on where λ2
iλ

2
j < 1 for any i ̸= j.. Since 0 <

1−λ2
i λ

2
j

(1+λ2
i )(1+λ2

j )
≤ 1, φ always takes value

within (−∞, 0]. It turns out that one can conclude the upper bound of λ2
i from the lower bound

of φ.

Lemma 3.3. Consider the function φ(λ1, . . . , λn) defined by (3.14) on {(λ1, . . . , λn) ∈ Rn :

λ2
iλ

2
j < 1 for any i ̸= j}. Suppose that φ(λ1, . . . , λn) ≥ −δ for some δ > 0. Then,

(i) λ2
i ≤ eδ − 1 for all i;

(ii) λ2
iλ

2
j ≤ (eδ − 1)/(eδ + 1) for any i ̸= j;

(iii) there exists c1 = c1(n, δ) > 0 such that |φ(λ1, . . . , λn)| ≤ c1
∑n

i=1 λ
2
i .

Proof. It follows from φ ≥ −δ that∏
1≤i<j≤n

1− λ2
iλ

2
j

(1 + λ2
i )(1 + λ2

j )
≥ e−δ .

Since 0 < 1−λ2
iλ

2
j ≤ 1 and 1+λ2

i ≥ 1 for every i ̸= j, one finds that eδ(1−λ2
iλ

2
j ) ≥ (1+λ2

i )(1+λ2
j )

for every i ̸= j. Hence,

eδ − 1 ≥ λ2
i + λ2

j and
eδ − 1

eδ + 1
≥ λ2

iλ
2
j . (3.15)

Since − log(1− x) ≤ x
1−x for 0 ≤ x < 1 and log(1 + x) ≤ x for x > −1,

−φ(λ1, . . . , λn) =
∑

1≤i<j≤n

[
− log(1− λ2

iλ
2
j ) + log(1 + λ2

i ) + log(1 + λ2
j )
]

≤
∑

1≤i<j≤n

[
λ2
iλ

2
j

1− λ2
iλ

2
j

+ λ2
i + λ2

j

]

≤ c1(n, δ)
n∑

i=1

λ2
i

where the last inequality uses (3.15). It finishes the proof of this lemma. □

For an area-decreasing map f , S[2] on Γf is positive definite. In terms of the singular values

(2.1),

log(detS[2]) =
n(n− 1)

2
log 2 + log

 ∏
1≤i<j≤n

2(1− λ2
iλ

2
j )

(1 + λ2
i )(1 + λ2

j )

 .

The above discussion can be used to bound the gradient of log(detS[2]).
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Lemma 3.4. There exists a constant c2 = c2(n) > 0 with the following significance. For an

area-decreasing map f : Σ1 → Σ2, suppose that at a point p ∈ Σ1 there exists a δ > 0 such that

log(detS[2])− n(n− 1)

2
log 2 ≥ −δ at p .

Then,
∣∣∇ log(detS[2])

∣∣2 ≤ c2 e
4δ(eδ − 1) |A|2 at p.

Proof. Since ∇ detS[2] = (detS[2])(QAB∇S
[2]
AB) and QAB|p = (Sii + Sjj)

−1 for A = B = (ij),

∇k log(detS
[2])

at p
=

∑
1≤i<j≤n

(Sii + Sjj)
−1(Sii;k + Sjj;k)

= −2
∑

1≤i<j≤n

(1 + λ2
i )(1 + λ2

j )

(1− λ2
iλ

2
j )

(
h(n+i)ki

λi

1 + λ2
i

+ h(n+j)kj
λj

1 + λ2
j

)
.

It together with Lemma 3.3 (i) and (ii) implies that∣∣∣∇k log(detS
[2])
∣∣∣ ≤ n(n− 1) eδ(1 + eδ)

√
eδ − 1 |A| .

This lemma follows from this estimate. □

4. Proof of Main Theorems

This section is devoted to prove Theorem 1.3 and 1.4. If ft is area-decreasing, Theorem 3.2

implies that

(
d

dt
−∆) log(detS[2]) ≥ 2|A|2 + 2RS . (4.1)

We are going to express RS (3.9) in terms of the curvatures of g1 and g2, and the singular

values of ft. Due to (2.2), the ambient curvature Rkik(n+i) is

⟨R(ek, en+i)ei, ek⟩ = ⟨Rg1(π1(ek), π1(en+k))(π1(ei)), π1(ek)⟩

+ ⟨Rg2(π2(ek), π2(en+k))(π2(ei)), π2(ek)⟩

= − λi

1 + λ2
i

(
1

1 + λ2
k

κ1(i, k)−
λ2
k

1 + λ2
k

κ2(i, k)

)
(4.2)

where κ1(i, k) is the sectional curvature of ui ∧ uk, and κ2(i, k) is the sectional curvature of

vi ∧ vk. With (3.2),

RS =
∑

1≤i<j≤n

(Sii + Sjj)
−1

 2λ2
i

(1 + λ2
i )

2

∑
1≤k≤n

(
1

1 + λ2
k

κ1(i, k)−
λ2
k

1 + λ2
k

κ2(i, k)

)

+
2λ2

j

(1 + λ2
j )

2

∑
1≤k≤n

(
1

1 + λ2
k

κ1(j, k)−
λ2
k

1 + λ2
k

κ2(j, k)

) (4.3)

4.1. Proof of Theorem 1.3.
10



Re-group the curvature term. Suppose that n ≥ m ≥ 2, and

κ1 ≥ 1 and κ2 ≤ τ

for some τ > 0. It follows that the curvature term (4.3) in (4.1) obeys

RS ≥
∑
i<j

(Sii + Sjj)
−1

[
λ2
i

(1 + λ2
i )

2
Pi +

λ2
j

(1 + λ2
j )

2
Pj

]
,

where

Pi = 2
∑

1≤k≤n,k ̸=i

(
1

1 + λ2
k

−
λ2
k

1 + λ2
k

τ

)
.

Note that Pi can be rewritten as

Pi = 2
∑

1≤k≤n,k ̸=i

((1 + Skk)− (1− Skk)τ) .

Since Skk = 1 for k ≥ min{n,m} = m, one finds that

Pi = (2n−m− 1)− (m− 1)τ + (1 + τ)

−Sii +
∑

1≤k≤m

Skk

 .

When m > 2, −Sii +
∑

1≤k≤m Skk > 0, and Pi ≥ (2n −m − 1) − (m − 1)τ . When m = 2, we

claim that

∑
i<j

(Sii + Sjj)
−1

 λ2
i

(1 + λ2
i )

2
(−Sii +

∑
1≤k≤m

Skk) +
λ2
j

(1 + λ2
j )

2
(−Sjj +

∑
1≤k≤m

Skk)

 > 0

In either case, we have

RS ≥
∑

1≤i<j≤n

(Sii + Sjj)
−1

[
λ2
i

(1 + λ2
i )

2
+

λ2
j

(1 + λ2
j )

2

] (
(2n−m− 1)− (m− 1)τ

)
. (4.4)

The proof of the claim is based on direct computations. When m = 2,

∑
1≤i<j≤2

(Sii + Sjj)
−1

 λ2
i

(1 + λ2
i )

2

−Sii +
∑

1≤k≤2

Skk

+
λ2
j

(1 + λ2
j )

2

−Sjj +
∑

1≤k≤2

Skk


= (S11 + S22)

−1

[
λ2
1

(1 + λ2
1)

2

1− λ2
2

1 + λ2
2

+
λ2
2

(1 + λ2
2)

2

1− λ2
1

1 + λ2
1

]
= (S11 + S22)

−1 (λ
2
1 + λ2

2)(1− λ2
1λ

2
2)

(1 + λ2
1)

2(1 + λ2
2)

2
≥ 0 ,

11



and

∑
1≤i≤2

(Sii + 1)−1 λ2
i

(1 + λ2
i )

2

−Sii +
∑

1≤k≤2

Skk


=

1

2

(
λ2
1

1 + λ2
1

1− λ2
2

1 + λ2
2

+
λ2
2

1 + λ2
2

1− λ2
1

1 + λ2
1

)
=

(λ1 − λ2)
2 + 2λ1λ2(1− λ1λ2)

2(1 + λ2
1)(1 + λ2

2)
≥ 0 .

Let

Φ = log det(S[2])− n(n− 1)

2
log 2 ,

which is the log det of (12F
∗
t S)

[2]. In terms of singular values, Φ is equal to (3.14). According

to (4.1) and (4.4),

(
d

dt
−∆)Φ− 2|A|2

≥
∑

1≤i<j≤n

(Sii + Sjj)
−1

[
λ2
i

(1 + λ2
i )

2
+

λ2
j

(1 + λ2
j )

2

]
((2n−m− 1)− (m− 1)τ)

(4.5)

as long as ft is area-decreasing.

Long-Time Existence. The assumption of Theorem 1.3 implies that τ can be chosen to be less

than 2n−m−1
m−1 , and Φ ≥ −δ0 for some δ0 > 0 at t = 0.

As long as ft is area-decreasing, it follows from (4.5) that

(
d

dt
−∆)Φ ≥ 2|A|2 ≥ 0 . (4.6)

Let

T0 = sup{T ≥ 0 : Γft exists on [0, T ) and ft is area-decreasing on [0, T )} .

By the maximum principle on (4.6), minΓft
Φ is non-decreasing in t, and thus Φ ≥ −δ0 for any

t ∈ [0, T0), it follows from Lemma 3.3 (i) and (ii) that being graphical and being area-decreasing

is preserved for t ∈ [0, T0). Moreover, the quantitative bounds, Lemma 3.3 (i) and (ii), imply

that T0 must be the maximal existence time of the mean curvature flow.

Thus, (4.6) holds as long as the flow exists. With such an inequality, one can perform the

blow-up argument on Huisken’s backward heat kernel, and apply White’s regularity theorem

to conclude that there is no finite time singularity. This argument is the same as [20, Theorem

A]; see also [10, p.5751]. It will be omitted here.
12



Smooth Convergence to a Constant Map. The first task is to study limt→∞Φ. Since Φ ≥ −δ0

for all t, Lemma 3.3 (i) and (ii) implies that there exists c3 = c3(n,m, τ, δ0) > 0 such that

the right hand side of (4.5) is no less than c3
∑n

i=1 λ
2
i . Due to Lemma 3.3 (iii), there exists

c1 = c1(n, δ0) such that (4.5) becomes

(
d

dt
−∆)Φ ≥ 2|A|2 − c3

c1
Φ . (4.7)

By the maximum principle, 0 ≥ Φ ≥ −δ0 exp(− c3
c1
t) on Γft for any t ≥ 0. Therefore, Φ → 0 as

t → ∞. With Lemma 3.3 (i), one finds that λi → 0 as t → ∞. In other words, ft converges to

a constant map in the level of first order derivative.

The next step is to derive the equation for exp(Φ), which can be used to bound the second

fundamental form. Recall that Φ and log(detS[2]) defers by a constant, and hence ∇Φ =

∇ log(detS[2]). Let δ(t) = δ0 exp(− c3
c1
t). According to Lemma 3.4,∣∣∣∇ log(detS[2])

∣∣∣2 ≤ c2 e
4δ(t)(eδ(t) − 1) |A|2

on Γft for any t ≥ 0. Therefore, there exists a T1 ≥ 1 such that
∣∣∇ log(detS[2])

∣∣2 ≤ |A|2

whenever t ≥ T1. With (4.6),

(
d

dt
−∆) exp(Φ) = exp(Φ)

[
(
d

dt
−∆)Φ−

∣∣∣∇ log(detS[2])
∣∣∣2]

≥ exp(Φ) |A|2

whenever t ≥ T1. By the same argument as in [10, p.5753-5754], this inequality can be used to

prove that maxΓt |A|2 → 0 as t → ∞. With λi → 0 as t → ∞, ft → constant map as t → ∞.

This finishes the proof of Theorem 1.3.

4.2. Proof of Theorem 1.4. The proof of Theorem 1.4 is completely parallel to that of

Theorem 1.3. We only emphasize how to derive equations analogous to (4.5), (4.6) and (4.7).

Similar to (4.2), write Ric1(i, j) for the Ricci curvature of (ui,uj), and Ric2(i, j) for the

Ricci curvature of (vi,vj), where {ui} and {vi} are the bases given by (2.2). When k > m, set

κ2(k, i) = 0 and Ric2(k, i) = 0 for any i.

Rewrite (4.3) as follows.

2λ2
i

(1 + λ2
i )

2

∑
1≤k≤n

(
1

1 + λ2
k

κ1(i, k)−
λ2
k

1 + λ2
k

κ2(i, k)

)

=
λ2
i

(1 + λ2
i )

2

∑
1≤k≤n

[
(1 + Skk)κ1(i, k) + (−1 + Skk)κ2(i, k)

]

=
λ2
i

(1 + λ2
i )

2

(Ric1(i, i)− Ric2(i, i)) +
∑

1≤k≤n

Skk(κ1(i, k) + κ2(i, k))

 .

13



Hence,

RS =
∑

1≤i<j≤n

(Sii + Sjj)
−1

[
λ2
i

(1 + λ2
i )

2
(Ric1(i, i)− Ric2(i, i))

+
λ2
j

(1 + λ2
j )

2
(Ric1(j, j)− Ric2(j, j))

] (4.8)

+
∑

1≤i<j≤n

(Sii + Sjj)
−1

 λ2
i

(1 + λ2
i )

2

∑
1≤k≤n

Skk(κ1(i, k) + κ2(i, k))

+
λ2
j

(1 + λ2
j )

2

∑
1≤k≤n

Skk(κ1(j, k) + κ2(j, k))

 .

(4.9)

Re-group (4.9) as

∑
1≤i<j≤n

∑
1≤k≤n

Wijk =
∑

1≤i<j≤n

(Wiji +Wijj) +
∑

1≤i<j≤n

∑
1≤k≤n
k ̸={i,j}

Wijk

=
∑

1≤i<j≤n

(Wiji +Wijj) +
∑

1≤i<j<k≤n

(Wijk +Wjki +Wikj) ,

where Wijk is

(Sii + Sjj)
−1

[
λ2
i

(1 + λ2
i )

2
Skk(κ1(i, k) + κ2(i, k)) +

λ2
j

(1 + λ2
j )

2
Skk(κ1(j, k) + κ2(j, k))

]
.

We compute

Wiji +Wijj

= (Sii + Sjj)
−1

[
λ2
j

(1 + λ2
j )

2
Sii(κ1(j, i) + κ2(j, i)) +

λ2
i

(1 + λ2
i )

2
Sjj(κ1(i, j) + κ2(i, j))

]

=
λ2
i + λ2

j

2(1 + λ2
i )(1 + λ2

j )
(κ1(i, j) + κ2(i, j)) ,
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and

Wijk +Wjki +Wikj

= (Sii + Sjj)
−1

[
λ2
i

(1 + λ2
i )

2
Skk(κ1(i, k) + κ2(i, k)) +

λ2
j

(1 + λ2
j )

2
Skk(κ1(j, k) + κ2(j, k))

]

+ (Sjj + Skk)
−1

[
λ2
j

(1 + λ2
j )

2
Sii(κ1(j, i) + κ2(j, i)) +

λ2
k

(1 + λ2
k)

2
Sii(κ1(k, i) + κ2(k, i))

]

+ (Sii + Skk)
−1

[
λ2
i

(1 + λ2
i )

2
Sjj(κ1(i, j) + κ2(i, j)) +

λ2
k

(1 + λ2
k)

2
Sjj(κ1(k, j) + κ2(k, j))

]
= Vijk(κ1(i, j) + κ2(i, j)) + Vjki(κ1(j, k) + κ2(j, k)) + Vikj(κ1(i, k) + κ2(i, k))

where

Vijk =
(1 + λ2

k)(λ
2
i + λ2

j − 2λ2
iλ

2
j − 2λ2

iλ
2
jλ

2
k + λ4

iλ
2
jλ

2
k + λ2

iλ
4
jλ

2
k)

2(1 + λ2
i )(1 + λ2

j )(1− λ2
iλ

2
k)(1− λ2

jλ
2
k)

=
(1 + λ2

k)

2(1 + λ2
i )(1 + λ2

j )(1− λ2
iλ

2
k)(1− λ2

jλ
2
k)

[
(λi − λj)

2(1 + λ2
iλ

2
jλ

2
k)

+2λiλj(1− λiλjλ
2
k)(1− λiλj)

]
.

(4.10)

In particular, Vijk ≥ 0 provided that ft is area-deceasing.

It follows that under the assumption of Theorem 1.4,

RS =
∑

1≤i<j≤n

[
λ2
i (1 + λ2

j )

2(1 + λ2
i )(1− λ2

iλ
2
j )

(Ric1(i, i)− Ric2(i, i))

+
λ2
j (1 + λ2

i )

2(1 + λ2
j )(1− λ2

iλ
2
j )

(Ric1(j, j)− Ric2(j, j))

]

+
∑

1≤i<j≤n

λ2
i + λ2

j

2(1 + λ2
i )(1 + λ2

j )
(κ1(i, j) + κ2(i, j))

+
∑

1≤i<j<k≤n

[Vijk(κ1(i, j) + κ2(i, j)) + Vjki(κ1(j, k) + κ2(j, k))

+Vikj(κ1(i, k) + κ2(i, k))]

≥ τ
∑

1≤i<j≤n

λ2
i + λ2

j

2(1 + λ2
i )(1 + λ2

j )
.

for some τ > 0. By (4.1),

(
d

dt
−∆) log(detS[2]) ≥ 2|A|2 + τ

∑
1≤i<j≤n

λ2
i + λ2

j

(1 + λ2
i )(1 + λ2

j )
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provided that ft is area-decreasing. It immediate leads to (4.6). With the same argument by

using Lemma 3.3, one can obtain (4.7).

5. Implications and Examples

5.1. Dilations. For a map f : (Σ1, g1) → (Σ2, g2), pick any point p, and let λi be the singular

value of df |p. For any ρ > 0, denote by λi(ρ) the singular value of df |p : (TpΣ1, g1) →
(Tf(p)Σ2, ρ

2g2). It is easy to see that

λi(ρ) = ρ λi . (5.1)

The effect of the dilation on the sectional curvature is

κρ2g2 = ρ−2κg2 . (5.2)

It is worth noting that λi(ρ)λj(ρ) · κρ2g2 is independent of ρ.

5.2. Round Spheres. Denote by gstd the round metric of radius 1 on the spheres. Theorem

1.3 can be used to derive some quantitative criterion on the homotopy class of maps between

spheres.

In [5, section 2.5], Gromov proved that there exists ε(n,m) > 0 such that a map f :

(Sn, gstd) → (Sm, gstd) with λiλj < ε(n,m) (for any i ̸= j) everywhere must be homotopi-

cally trivial. One may also consult [7, p.1882]. In [18, Corollary 1.2], the bound is improved to

be 1. Theorem 1.3 with the dilation trick can further improve such a bound.

Corollary 5.1. Suppose that n ≥ m ≥ 2. Any smooth map f : (Sn, gstd) → (Sm, gstd) whose

singular value obeys

λiλj <
2n−m− 1

m− 1

(for any i ̸= j) everywhere must be homotopically trivial.

Proof. By the compactness of Sn, there exists 0 < ρ−1 <
√

2n−m−1
m−1 such that λiλj < ρ−2

everywhere (and for any i ̸= j). Consider f : (Sn, gstd) → (Sm, ρ2gstd). With the help of

(5.1), f is area-decreasing with respect to this rescaled metric. Due to (5.2), the sectional

curvature of (Sm, ρ2gstd) is ρ
−2, which is less than 2n−m−1

m−1 . Thus, Theorem 1.3 applies, and f

is homotopically trivial. □

To the best our knowledge, the bound given by Corollary 5.1 are sharpest so far. What

follows are some known results and remarks about the bound.

(i) The bound obtained in [18] is 1. If one applies the results in [10,17] to this setting, the

bound has not been improved, and is still 1.
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(ii) Recently, Assimos, Savas-Halilaj and Smoczyk [1] investigate the case when m = 2. In

their Corollary C, the bound is improved to n − 1. Note that when m = 2, Corollary

5.1 gives 2n− 3.

(iii) For classical Hopf fibrations, S3 → S2, S7 → S4 and S15 → S8, the singular values

are 2 and 0, with respect to gstd. Interestingly, for these dimensions, the bounds for

λiλj given by Corollary 5.1 are all 3. The result of [1] only applies to S3 → S2, and

the bound is 2. A natural question is whether the bound can be pushed to 4 in these

dimensions.

A map from Σ1 ⊂ Rn+1 to Σ2 ⊂ Rm+1 is called a polynomial map if it is the restriction of

a polynomial map from Rn+1 to Rm+1. An interesting question [15] in algebraic topology is

whether an element of πn(S
m) can be represented by a polynomial map between unit spheres.

The above corollary can be used to prove a bound on the degree of a polynomial map of

non-trivial homotopy class.

Corollary 5.2. Suppose that n ≥ m ≥ 2. A polynomial map f : (Sn, gstd) → (Sm, gstd) which

is not homotopically trivial must have degree no less than√
2n−m− 1

m− 1
.

Proof. According to [16, Theorem 1.1], a degree k polynomial map between spheres has λi ≤ k

for all i everywhere. This corollary follows from Corollary 5.1. □

5.3. Complex Projective Spaces. Consider the complex projective space endowed with the

Fubini–Study metric, gFS. In terms of the homogeneous coordinate Z,

gFS =
|Z|2 |dZ|2 − (Z̄ · dZ)(Z · dZ̄)

|Z|4
.

For orthonormal vectors X and Y , the sectional curvature along X ∧ Y is κgFS(X ∧ Y ) =

1+3 (⟨JX, Y ⟩)2, where J is the complex structure. The Ricci curvature is RicgFS = 2(ℓ+1) gFS,

where ℓ is the complex dimension of the projective space. Note that when ℓ = 1, CP1 ∼= S2,

and gFS = 1
4gstd.

It is not hard to see that Theorem 1.4 applies to complex projective spaces.

Corollary 5.3 (Corollary 1.5). Any area-decreasing map from (CPn, gFS) to (CPm, gFS) with

n ≥ m ≥ 1 must be homotopically trivial.

Since an area-decresing map f : CPn → CPm with n ≥ m ≥ 1 induces a trivial map on the

cohomology groups f∗ : H2(CPm) → H2(CPn), it is natural to raise the following question:

Question. Suppose a map f : CPn → CPm with n > m ≥ 1 induces a trivial map on the

cohomology groups f∗ : H2(CPm) → H2(CPn), is it necessarily homotopically trivial?
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We remark that in [13], it was proved that a pinched symplectomorphism of (CPn, gFS) is

homotopic to a biholomorphic isometry through the mean curvature flow. See also [23].

The following Corollary concerns about π2n+1(CPn), which is isomorphic to π2n+1(S
2n+1) ∼=

Z by the long exact sequence induced by the Hopf fibration S1 → S2n+1 → CPn.

Corollary 5.4 (Corollary 1.6). Any smooth map f : (S2n+1, gstd) → (CPn, gFS) whose singular

value satisfies

λiλj <
2n

2n+ 1

(for any i ̸= j) everywhere must be homotopically trivial.

Proof. Let ρ =
√

2n+1
2n . Consider f : (S2n+1, gstd) → (CPn, ρ2gFS). According to (5.1), f

is area-decreasing with respect to this rescaled metric. By (5.2), (CPn, ρ2gFS) is an Einstein

metric with Einstein constant ρ−2(2n+ 1) = 2n. Since the Einstein constant of (S2n+1, gstd) is

2n, Theorem 1.4 applies, and f is homotopically trivial. □

Remark 5.5. These discussions applies to the quaternionic projective spaces as well. The

quaternionic projective space HPn also carries a naturally defined Fubini–Study metric gFS.

For orthonormal vectors X and Y , the sectional curvature along X ∧ Y is secgFS(X ∧ Y ) =

1 + 3
∑3

µ=1 (⟨JµX,Y ⟩)2. The Ricci curvature is RicgFS = 4(n + 2) gFS. Note that when ℓ = 1,

HP1 ∼= S4, and gFS = 1
4gstd. It follows that the analogous statement to Corollary 1.6 holds true

for (HPn, gFS). For Corollary 5.3, the bound becomes 4n+2
4(n+2) . Again, by considering the Hopf

fibration S3 → S4n+3 → HPn, the bound is sharp as n → ∞.

6. Comments on other approaches and earlier results

Other than the mean curvature flow and methods that are of topological nature or rely on

the h-principle [5,7], there is another approach of Llarull [11] to study area-decreasing maps by

Dirac operators.

Theorem 6.1. Suppose M is an n-dimensional compact spin Riemannian manifold with scalar

curvature no less than n(n−1). Any area-non-increasing map f : M → Sn with non-zero degree

is an isometry.

In view of Corollary 1.5, it is natural to speculate that the mean curvature flow will give a

classification of the homotopy class of area-non-increasing maps from (CPn, gFS) to (CPn, gFS).

In the rest of this section, we explain how Theorem 3.2 also implies [17, Theorem A]. In

particular, we show that the term RS in 3.2 is non-negative under the assumptions of [17,

Theorem A]: n ≥ 2, and there exists a constant σ > 0 such that

κ1 > −σ and Ric1 ≥ (n− 1)σ ≥ (n− 1)κ2 . (6.1)
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As before, start with (4.1), and rewrite (4.3). Since κ2 ≤ σ,

RS ≥
∑

1≤i<j≤n

(Sii + Sjj)
−1

 2λ2
i

(1 + λ2
i )

2

∑
1≤k≤n
k ̸=i

(
1

1 + λ2
k

κ1(i, k)−
λ2
k

1 + λ2
k

σ

)

+
2λ2

j

(1 + λ2
j )

2

∑
1≤k≤n
k ̸=j

(
1

1 + λ2
k

κ1(j, k)−
λ2
k

1 + λ2
k

σ

) .

With 2
1+λ2

k
= 1 + Skk and 2λk

1+λ2
k
= 1− Skk, RS is no less than

∑
1≤i<j≤n

(Sii + Sjj)
−1

 λ2
i

(1 + λ2
i )

2

∑
1≤k≤n
k ̸=i

(
(κ1(i, k)− σ) + Skk(κ1(i, k) + σ)

)

+
λ2
j

(1 + λ2
j )

2

∑
1≤k≤n
k ̸=j

(
(κ1(j, k)− σ) + Skk(κ1(j, k) + σ)

)
=

∑
1≤i<j≤n

(Sii + Sjj)
−1

[
λ2
i

(1 + λ2
i )

2
(Ric1(i, i)− (n− 1)σ) +

λ2
j

(1 + λ2
j )

2
(Ric1(j, j)− (n− 1)σ))

]

+
∑

1≤i<j≤n

(Sii + Sjj)
−1

 λ2
i

(1 + λ2
i )

2

∑
1≤k≤n
k ̸=i

Skk(κ1(i, k) + σ) +
λ2
j

(1 + λ2
j )

2

∑
1≤k≤n
k ̸=j

Skk(κ1(j, k) + σ)

 .

For the latest summation, one can apply exact the same argument as that for (4.9). It follows

that

RS ≥
∑

1≤i<j≤n

[
λ2
i (1 + λ2

j )

2(1 + λ2
i )(1− λ2

iλ
2
j )

(Ric1(i, i)− (n− 1)σ)

+
λ2
j (1 + λ2

i )

2(1 + λ2
j )(1− λ2

iλ
2
j )

(Ric1(j, j)− (n− 1)σ)

]

+
∑

1≤i<j≤n

λ2
i + λ2

j

2(1 + λ2
i )(1 + λ2

j )
(κ1(i, j) + σ)

+
∑

1≤i<j<k≤n

[Vijk(κ1(i, j) + σ) + Vjki(κ1(j, k) + σ) + Vikj(κ1(i, k) + σ)] ,

where Vijk is given by (4.10). Under assumption (6.1), the rest of the argument is the same as

that for the proof of Theorem 1.4.
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